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1 Introduction

The following configuration manual illustrates the study of machine learning models and
finding the best model that is fit for recommendations by using sentiment analysis and
machine learning. Further, a manual will explain the software and hardware requirements
that were used for the successful implementation of the project.

2 System Configuration

Below are the hardware and software attributes that were used for successful implement-
ation of the project.

2.0.1 Hardware requirement

Table 1: Laptop Hardware Configurations
System LAPTOP: NLR8QSU0
Operating System Windows 11 Home Single Language
RAM 8 GB
Hard Disk 476.94 GB
Graphics Card Intel(R) UHD Graphics
Processor Intel(R) Core i5-10210U
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Figure 1: Operating System Configurations

2.0.2 Software requirement

The software configurations used for implementations are as follows:
Software : Version Python : 3.9.13 (64 bits)

2.1 Project Implementation

2.1.1 Data Summary

The list below contains the data column summary and the data description of cosmetic
brand Sephora.

Table 2: Product Data Content
Column Description
product id Unique identifier for the product from the site
product name Full name of the product
brand id Unique identifier for the product brand from the site
brand name Full name of the product brand
rating Average rating of the product based on user reviews
reviews Number of user reviews for the product
price usd Price of the product in US dollars

2.1.2 Data Preparation

After loading the csv files, the data had many unwanted elements. Figure 2 illustrates
the extraction.
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Table 3: Reviews Window
Column Description
author id Unique identifier for the author of the review on the website
rating Rating given by the author for the product on a scale of 1 to 5
is recommended Indicates if the author recommends the product or not (1-true, 0-false)
review text Main text of the review written by the author
review title Title of the review written by the author
skin tone Author’s skin tone (e.g., fair, tan, etc.)
eye color Author’s eye color (e.g., brown, green, etc.)
skin type Author’s skin type (e.g., combination, oily, etc.)
hair color Author’s hair color (e.g., brown, auburn, etc.)
product id Unique identifier for the product on the website

Figure 2: Extracting the required columns

2.1.3 Data Pre-processing

The dataset has many unwanted entries; hence, they are removed. Figure 3 illustrates
the pre processing part of removing unwanted entries

The data has values which had different dataframes.They were corrected to perform
further computations. Figure 4 illustrates the dataframe arrangement.

The sentiment value of review texts were extracted in order to understand the senti-
ment approach of dataset. Figure 5 represents assigning of sentiment value.

As it can be observed , there were entries in negative which is not the best fit for
further computation or modeling. Hence the entries were scaled from 1-10 and drawn for
computation. Figure 6 shows the scaling of entries.

After cleaning and scaling, the dataframe was ready for modeling. Feature selection
enabled the modeling to perform with high accuracy and computing. The features such
as ’scaled sentiment score’ ,’rating’ and ’recommended’. Figure 7 shows entries that are
observed to be computed.
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Figure 3: Eliminating null values

Figure 4: Enlisting the dataframe as per requirement

2.2 Model Building

2.2.1 Design specification

The design specification is drawn and shown in figure 8.

2.2.2 Linear regression

Figure 9 illustrates linear regression.
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Figure 5: Assigning sentiment value

2.2.3 Logistic Regression

Figure 10 illustrates the deployment of logistic regression.

2.2.4 Decision Trees

Figure 11 displays applying of decision trees.

2.2.5 Support Vector Classification

Figure 12 shows Support vector classification.

2.2.6 Naive Bayes

Figure 13 shows the execution of Naive Bayes.

3 Comparative Analysis

The performance of algorithm was observed and the models performed will be evaluated
by accuracy, precision , recall and F1- score.

The study made many inferences. The execution of linear regression did not meet any
expectations since the low mean square error of 0.0035 was not significant for a conclusion.
Logistic regression performed with an accuracy of 96.46%, indicating a good threshold.
The performance was supported by precision and recall scores, respectively. The decision
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Figure 6: Scaling sentiment value

Algorithm Accuracy (%) Precision Recall F1-score
Logistic Regression 96.46 0.99 0.96 0.98
Decision Tree 95.33 0.95 0.95 0.95
Support Vector Classification 96.46 0.97 0.96 0.97
Naive Bayes 80.93 0.66 0.81 0.72

Table 4: Performance Metrics of Classification Algorithms

tree performed with 95.33% accuracy, which is a good interpretation for prediction, and
considering the ability to handle complex data and relationships, the decision tree per-
formed well. Support vector classification and Naive Bayes have performed well with
accuracy of 96.46%. Overall, the models performed well in predicting recommendations,
which have business as well as machine learning implications, with business implications
helping with revenue and machine learning implications helping as a guiding tool.
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Figure 7: Feature selection and displaying

Figure 8: Work flowchart
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Figure 9: Linear regression

Figure 10: Logistic Regression

Figure 11: Decision Trees
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Figure 12: Support Vector Classification

Figure 13: Naive Bayes
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