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Unfolding Customer Sentiment : A Machine Learning
Approach to Sephora’s Reviews

Vaibhav Sonia
22136860

Abstract

Customer reviews are core attributes of marketing segment and product object-
ives. Customers express their opinions through reviews either online or in stores.
The reviews which are in textual form act as an interactive window between the
consumer and business. Therefore, customer reviews are analysed and processed
for computation in order to understand customer-enterprise relationship. These
computational entities include deploying the available data and leveraging them
to derive meaningful insights which acts as a catalyst as customer understanding
which leads to business expansion and betterment. In this study, the dataset con-
sists of review windows for the cosmetic retail chain Sephora. The dataset is fetched
from Kaggle which is an open-source interactive platform. The models employed for
this study are linear regression , logistic regression , decision tree , support vector
classification and Näıve Bayes. The deployment of linear regression displays linear
dependencies. On the other hand, logistic regression helps with identification of
modelling binary entities which is a decision factor. Decision trees offers complex
decision making into simpler comprehensive outcomes and support vector classific-
ation pioneers complex data structures and patterns. The use of Näıve Bayes gives
a probabilistic frameworks for the study. The models contribute to the durable
analysis for different parameters. The study aims to investigate the effect of these
parameters and introduce the driving factors which unfolds patterns. The experi-
ment is performed by using Python. The resultant outcome of this study not only
reflects on the impact of vivid models in exploring the distinct dynamics amongst
parameters but also it serves as a directional reference for Sephora in optimizing
customer benefits thereby leading towards a successful information which caters
business decisions. In other aspects, the study also demonstrates the critical role
that customer reviews and algorithmic methodology plays in building the success
course of a cosmetic retail chain like Sephora. The inferences drawn are showcased
and they display the impact of models in understanding the relationship amongst
the parameters.

1 Introduction

The pioneering growth of customer-centered business and marketing is evidently spear-
heading kinetics. A large amount of data is accessed and transformed as per requirements
across almost every domain in the world. Upon the purchase of products, business en-
terprises seek customer reviews in order to understand their perceptions of products and
services. Due to easy access to the internet and interactive interference, companies cater
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to their business goals and customer needs through customer reviews. It also assists with
recommendations, advertisements, and other commercial variables. Consumer reviews
are collected, stored, and analysed for marketing, business, and advertisement objectives.
Real-time data can be fetched from sources and further studied. The customer reviews
are not only computed for qualitative entities, but they’re also leveraged for quantity in-
ferences. Businesses adapt to advanced data handling and computing functions in order
to maximize their revenue and design their business models in terms of production, distri-
bution, and consumption. Thus, it is imperative for organizations to circulate and intend
to administer customer reviews to yield fruitful outcomes and inferences. Upon successful
procurement of products and services, businesses look for active customer reviews as vital
sources of queries and insights that dive into understanding collective customer percep-
tion. The interactive environment provides a platform where enterprises can assess their
business objectives while aligning with the expectations and needs of their consumers.
The reviews serve as a vibrant feedback system that guides enterprises to refine their
services and products, providing overall customer satisfaction by deploying appropriate
engagement strategies.Jagdale et al. (2019)

In the sphere of data-driven decision-making, consumer reviews are computed for data
handling and computing for analysis as per the business requirements. The circulatory
attributes of enterprise establishments and succession depend on consumer needs and
expectations on a large-scale basis. The relevance of recommendations is evident for the
business ecosystem and it’s functioning. It is driven by the wealth of customer feedback,
which sheds light on the importance of fostering customer needs and queries through easy
access of internet.Cambria et al. (2013) The availability of such platforms has unfolded
consumer behavior, which allows individuals to engage and interact with the effortless
acquisition of services as per their individual convenience. As a result, online reviews are
assumed to play a vital role in the digital transaction circulatory period, acting as bundles
of information and data that provide influence in the decision-making process for both
consumers and enterprises. The availability of the free market enables the privilege of
choices, and recommendations are a practical attribute for making an informed purchase.
The approach goes beyond technical specifications to provide objective, grounded infer-
ences on a consumer’s intentions and interactions with a specific product. This qualitative
attribute provides a degree of authenticity to the decision-making process, enabling con-
sumers to make decisions aligned with the expectations and preferences. The adjoining
of scaled sentiment scores with traditional rating entries approaches a new environment
to the investigation. By minimizing the gap between subjective sentiment and object-
ive quantitative or numerical entities, the study approaches an understanding of hidden
patterns and correlations. The inclusion of sentimental scores and ratings allows for an
exploration of user opinions but also displays merging of qualitative and quantitative
data streams.Determining the Link Between Consumer Sentiments and Automobile Sales
Through Sentiment Analysis (2023) Recommendations, being binary in nature, capture
the apex of user encounters and act as powerful indicators of satisfaction or dissatisfac-
tion. Unfolding the attributes that impact positive or negative recommendations has
constituent capacity for enhancing consumer experiences across different sectors. The
study addresses the wider concept of a recommendation system. The extraction of senti-
ment, quantitative ratings, and recommendations provides a multi-fold approach on user
interaction with enterprises and the products and services they offer. By undertaking this
approach, the study intends to advance the understanding of user preferences, behaviors,
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and the decision-making process. The study aims to extract fruitful insights that can
drive information to decision-makers, who are the consumers for product consumption,
and to production and service entities, who are the enterprises.

1.1 Motivation and Background

People rely on customer reviews to understand the common perception of the products
or services. Such innovations empower consumers to browse and choose their options in
a very short time frame. This saves time and money and cuts the paradox of options and
choices. The accessibility provides a heavy acknowledgement to the consumer critic to
choose their specifications as per their wants and needs. The internet expansion is evid-
ent in the increasing traffic in goods and services. Organizations run on the availability
of the internet to interact with consumers and deal with their queries in every possible
aspect. Sentiment analysis can quantify the positive and negative entities of reviews and
provide a clear image of the initial perception of the products, goods, and services.Li
and Wu (2010) Additionally, modelling of the quantified reviews, which are labelled as
per the parameters, can be employed in order to predict commercial necessities. The
objective of this study is to understand and study the impact of customer reviews, which
is both sentimental and quantified for modelling purposes, and to find out the established
relationship between them in order to observe the recommendations. Recommendations
play a viral role for enterprises to ensure maximum revenue and excellent customer satis-
faction. Recommendations are built on many parameters, and they are regulated across
time in order for them to have the highest possible accuracy.

1.2 Research question

How do different predictive models integrated with ratings and quantified sentiment ana-
lysis perform in terms of accuracy in predicting recommendations?

1.3 Research objectives

In order to unfold the research question, five supervised learning methods were employed:
linear regression, logistic regression, decision trees, support vector classification, and Na-
ive Bayes. The algorithms were deployed and observed for evaluation. The accuracy was
compared, and the resultant answer was showcased. The paper structure is as follows:
Section 2 has a literature review, which is a collection of studies, and thereby the discus-
sion. Methodology is discussed in Section 3. Evaluation consists of Section 4, which has
observations and inferences. Section 5 directs towards the conclusion and future works.

2 Related Work

This segment offers a collective observation of studies that employed sentiment analysis
and performed modelling in order to predict outcomes and evaluate whether the inferences
were favourable or not. The study performed well, and the datasets used were leveraged
to equip an appropriate classification of study papers. The advocated study is primarily
distributed into conducting sentiment analysis and opting the most appropriate models
which were employed in these research studies, which will be discussed below.
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Supervised learning acts as a foundation in the expanding landscape of machine learn-
ing. It represents an impactful framework where the algorithms are dormant processors of
data points and active learners with the ability to make predictions and perform classific-
ations. With respect to the core of supervised learning, anchors depend on the availability
of labelled training data points, where each input entry is paired with a respective target.
The characteristic aspect sets it apart from other strata of machine learning, enabling
algorithmic entities to perceive patterns and establish relationships within data through
a steering approach. The algorithm selection is based on the context and the extrac-
tion of inferences.Singh et al. (2016) Different supervised learning algorithms perform
vividly under supervised learning, which makes it flexible as per requirements. Research
studies often compare the machine learning models to evaluate the best fit as per re-
quirements.Saifullah et al. (2021) The choice of algorithm is primarily associated with
the type of problem. As per this study requirement, the most appropriate supervised
learning models are discussed, along with the principles and applications they consti-
tute. The landscape of supervised learning is diverse, with each algorithm deployed with
its own set of principles and applications. As the principles and respective applications
of supervised learning algorithms are observed, a fine understanding of their strengths,
limitations, and real-time applications is acknowledged.

Sabapathi and Kaliyamurthie (2022) explains in a study that acknowledges the gaps
in feature identification, selection, and further evaluation. The feature extraction process
is crucial for retrieving meaningful insights. A study revealed that logistic regression
outperformed VADER, which is valence aware dictionary, and sentiment reasoner by
giving an accuracy of 0.79 by studying sentiment analysis in the context of airline tweets.
The primary reason could be the classification factor of logistic regression Dhanalakshmi
et al. (2023). The model performed well in the study due to it’s course of classifying
the sentiment of tweets, which was in textual form. Sentiment analysis was enhanced
under this study to conduct modeling based on sentiment analysis, which showcased an
accuracy of 0.78.Ajmain et al. (2022). The decision tree’s performance unfolds after
extracting attributes from textual data and modeling them with appropriate models.

The effectiveness of decision tree can be acknowledged by it’s capacity to recognise
patterns and aspects that aids to identifying sentiment classification and introducing
decision boundaries. A study on understanding the sentiment based on smoking and the
perception around it Mizan Khairul Anwar et al. (2022) observed that the decision tree
model had an inference of 0.70 accuracy, which implies the ability of model to deal with
polarity. The data set was classified, and then inferences were observed. The process
of leveraging sentiment analysis is an automated mining of perceptions, opinions, and
emotions from many sources of expression, like texts, reviews, social media, and database
sources, through natural language processing. Kharde et al. (2016) The study enhances
the availability of data in terms of many attributes represented in textual form, which
are further processed for conducting sentiment analysis. The data in textual forms is
extracted using natural language processing Astuti et al. (2022a). Naive Bayes classifies
the sentiment as positive or negative, which displays the Naive Bayes modeling ability and
computational efficiency.Astuti et al. (2022b) The outcome showcased adequate insight
for classification, proving to be a good measure to conduct similar studies.
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Naive Bayes is applicable for huge sets of data in textual form Troussas et al. (2013)
with instances like social media and product review windows. Assigning a score to sen-
timent value is a good measure to study the impact of support vector classifier with
n-gram folds. Naz et al. (2018) The study showcased classified sentiments equipped with
support vector classifiers. Unigram with support vector classifiers displayed more ac-
curacy compared to unigram without support vector classifiers. This is evident to the
principle of support vector classifiers performing well under non-linear boundaries. In
the study of European Conference on Machine learning , the discussion of support vector
machine classifier tooled to train labelled data for studied involving sentiment and mod-
eling was conducted.Joachims (1998). With the help of count vector, linear regression
established a good relationship with sentiment analysis, such as rating systems, reviews,
and inferences, which showcased a positive correlation between the indices.Sri Patibandla
et al. (2023). A study conducted Li et al. (2020) proposed an approach for sentiment
analysis of Chinese language knowledge using the sentiment information-based network
model (SINM), which leverages LSTM as model components. Using a Chinese emotional
dictionary, the texts were assigned as per their sentiment attribute.

3 Methodology

This section is a collection of the different methodologies followed that can be leveraged
for the impact of text classification and modelling on the provided dataset. After care-
ful examination of previous studies and papers, it was observed that different machine
learning concepts such as logistic regression, support vector machines, Näıve Bayes, and
decision trees were used. This study will also use them to understand and perform a de-
tailed comparison. This study will also perform linear regression in order to understand
the linearity, if any. This section is a systematic approach to unfolding the attributes
of customer reviews and blending them with machine learning models to extract and
compare detailed insights.

3.1 Data understanding

The dataset sourced for this study is from Kaggle,an interactive source for datasets to
conduct.

Source: https://www.kaggle.com/datasets/nadyinky/sephora-products-and-skincare-reviews

The dataset consists of two sections. The first section is product information, with
many columns displaying product details. The second section of the dataset consists of
reviews in textual form, along with many other attributes. The required columns are
listed below for better understanding.

reviews 1250-end.csv : This dataset contains entries from product reviews, which will
be further leveraged to perform analysis and modeling.

product info.csv : This dataset contains entries of product details
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Below is distribution of columns:

• rating: The ratings provided by consumers for individual product on a scale of 1
to 5.

• is recommended: Binary entities, with 1 being recommended and 0 being the
contrary.

• review text: Reviews left by consumers for products.

• review title: The title of the reviews.

• skin type: The skin type of each consumer who left a review.

• hair colour: The hair colour of each consumer who left a review.

• product id: The unique identifying component for each product.

3.2 Data processing

The complete data processing and analysis were performed using the Python program-
ming language with a Jupyter notebook. The data was uploaded to a Jupyter notebook
with the Python programming language.

• Extracting Required Columns: Identify and extract the columns from the data-
set that are necessary for your analysis.

• Checking and Removing Missing Values: Perform a thorough check for miss-
ing values in the dataset and implement appropriate strategies, such as imputation
or removal, to handle them.

• Checking and Removing Null Values: Examine the dataset for null values and
apply suitable methods, like imputation or elimination, to deal with them.

The study requires the parameters of ratings, recommendations, review in textual
format, name of product, and name of brand. The respective columns were called and
listed.There were 3817 entries for recommended and 59 entries for reviews that were of
no use for the study, and they were eliminated as part of the data preprocessing.The
dropna.() function is utilized to eliminate unwanted entries.

A quick descriptive visualization was conducted to glimpse the data distribution in
terms of a pie chart distribution and bar plot of the most preferred products and brands.

Figure 1 showcases the distribution of brands in the study.

3.3 Sentiment Analysis

Sentiment analysis is a collective study that optimizes computational processes to ob-
serve, examine, and unfold the sentiments and emotions underlying textual formats or
interactions. It involves steps of mining textual data and leveraging it into meaningful
insights and inferences.Medhat et al. (2014)

The steps are as follows
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Figure 1: Distribution of brands

Figure 2: Most preferred products

• Converting to lowercase: Converting to lowercase for further processing.

• Tokenizing: Splitting the words into units which are termed as tokens.

• Removing stop words: Words such as ‘a’ and ‘the’ are removed from word queues
to enhance performance.

• Removing punctuations: Punctuations are removed to have cleaner extraction.

• Stemming: The dimensions are reduced to have sharper extraction.

• Lemmatization: It identifies the emotional context of the query text.

3.4 Sentiment scores

For sentiment scoring, ’SentimentIntensityAnalyzer’ which is a class provided by VADER,
is employed. VADER - Valence-Aware Dictionary and Sentiment Reasoner is a tool that
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Figure 3: Correlation matrix

combines lexicon based on sentiment and grammatical entities to fetch the sentiment
of a text.The gathered data was represented as sentiment scores which was performed
under VADER. It is a sentiment analysis tool designed to perform sentiment breakdown.
It is used in natural language processing entities.Stanley et al. (2023)VADER assigns
sentiment scores to words based on their emotional context. The VADER outstands in
performance with the lexicon and the inclusion of phrases and emoticons. The tool has
the capability to distribute awareness of sentiment intensity. Considering the polarity
of sentiment intensity, it elaborates on the scope of sentiment decoding Krishna et al.
(2023). The most extensive instance of leveraging VADER is extraction from social
media to understand common perceptions, customer feedback through review windows,
and other domains. The limitations VADER faces is of not being able to adapt with
processing sarcasm or ironyStanley et al. (2023).The reviews are assigned a sentiment
score and displayed to understand the sentiment in quantified contexts. The tweaked
sentiment values are easy to understand and can be used for further computation.

3.5 Scaling

The sentiment score had negative entries, which would make it hard to compute and draw
inferences. Therefore, the entries underwent scaling, which is the process of normalizing
the range of features in the entries. The ‘cleanedreviewdf

′dataframehadcompoundscoresthatwerescaledwithintherangeof1–10.Thescaledscorewasreadytobecomputedanddrawntoconductfurtheranalysis.Theequationforscalingisgivenas :

((compoundscore+ 1)/2) ∗ 9 + 1. (1)

After successful scaling of the revised text scores, the scaled score exists within the
range of 1–10, all being positive entities.

Below is the representation of scaled score:

3.6 Data Modeling

To establish modeling, a depth analysis of previous works was studied. These studies
delivered extensive knowledge and understanding of the machine learning models, along
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Figure 4: Compound score

with appropriate inferences to support the research query.After a careful glossary of
studies, the most appropriate models chosen for this study are linear regression, logistic
regression, decision trees, support vector classification, and Naive Bayes. Along with
these, VADER was used to perform detailed sentiment analysis, as discussed above.The
model accuracy are then compared to undertsand the best model performance and the
factors that drive its accuracy.

Linear Regression

Linear regression is performed to explore underlying linear relationships within customer
reviews, enabling a detailed examination of specified factors that may impact business
dynamics.

Logistic Regression

Logistic regression is considered for its ability to model binary entities, providing cru-
cial binary outcomes in terms of recommendations and customer reviews. It can unfold
factors impacting customer reviews, offering insights into whether certain attributes cre-
ate positive or negative impacts.

Decision Tree

Decision trees are employed to minimize the complexity of the decision-making process.
By offering an unfolding of complex patterns, decision trees provide a transparent under-
standing of the attributes contributing to the study.
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Figure 5: Scaled sentiment score

Figure 6: Sentiment distribution

Support Vector Classification

Support vector classification is applicable to the analysis of complex data structures and
patterns. The model excels at exploring relationships that can provide insights.

3.7 Model Evaluation

The dataset used to train the models is further split into train and test sets with an 80%
distribution for training and 20% for testing. The performance of each model is evaluated
using accuracy, precision, recall, and F1 score values.

The evaluation metrics are defined as:
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Figure 7: Evaluation matrix

• Accuracy: It measures the correctness of the model. It is defined as the total
number of correct predictions made by the model, divided by the total predictions.

• Precision: Precision is the percentage of positive predictions from the total pre-
dicted positive instances. It calculates the accuracy for the minority class.

• Recall: Recall measures the model’s capability to detect positive specimens. It
provides an indication of missed positive predictions.

• F1 score: F1 score is the harmonic mean of precision and recall. The contribution
of precision and recall makes it a balanced score, and the model’s performance can
be considered better with a higher F1 score.

4 Design Specification

The design specification for the study is shown in figure [8]. The data for the study was
sourced from kaggle. For this study, many packages in the Python programming language
were leveraged as per the configuration of data frame and inferences needed. From Kaggle
the data source, the data was scrapped and stored as a csv file and jupyter notebook is
used to conduct the study. The dataset had many columns which were not significant
hence they were eliminated. The data was represented as a dataframe and then converted
to corpus for text analysis methods including elimination of punctuation , turning the
words into lowercase , stemming , lemmatization and removing other unwanted entities.

The gathered data was represented as sentiment scores which was performed under
VADER. The sentiment score had negative entries which would make it hard to computing
and conducting inferences. Therefore, the entries underwent scaling which is the process
of normalizing the range of features in entries. The data frame was converted from
compound scores to scaled within the range of 1-10. The scaled score was ready to
compute and drawn to conduct further analysis.

The data was modeled using different python programming languages after installation
and import.
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Figure 8: Design specification

5 Implementation

5.1 Data collection and pre processing

5.1.1 Data collection:

The data in this study can be fetched from interactive source Kaggle. As displayed in
figure. There are about two csv files which represents product information and customer
reviews respectfully. In this study , there were multiple entries of customer review and
the csv file of review window named ‘1250-end’ is used because it had adequate number
of entries for the study. Figure 9 and 10 represent the csv files.

5.1.2 Removing unexpected entries:

Figure 11 provides column entries as raw data which had unexpected entries and columns.
The unexpected entries and columns were eliminated.
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Figure 9: Product info csv

Figure 10: csv file containing reviews

5.1.3 Missing values:

Missing values create an impact with the model performance. Missing values namely NaN
can be replaced by 0 or eliminated. In this study , the missing values were eliminated .
There are options such as replacing with mean value. However, the decision to eliminate
them was taken. Figure 12 illustrates the unexpected values.

5.1.4 Data Exploration:

To understand the nature of text embedded in the reviews, and to have an initial percep-
tion of the reviews, a WordCloud is generated. From figure 13 it can be observed that
the most frequent words were ’skin’,’product’,’use’,’face’,’love’,’serum’,’using’.

5.1.5 Feature Selection:

The dataset has many features, however not all features are vital for the study. There-
fore , feature selection can help with understanding the most important features and
amalgamate other required features. Figure [3] is matrix showing relationships between
variables. The figure observation explains a good relationship between recommended and
ratings. It seems there is no significant relationship between price and ratings
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Figure 11: Overview of raw data in jupyter notebook

Figure 12: Displaying the missing and null values

5.2 Model:

After careful study of literature and understanding the dynamics of study, modelling is
performed through selected features . The features used in for modelling will be rating,
customer reviews through texts and binary entity of recommendations. The new data-
frame computable for modelling and analysis has 80% train data and 20% test data. Sk-
learn.model selection imports train test split and deployed for splitting the data entries.
The models are evaluated using metrics like accuracy, confusion matrix and other metrics.

5.2.1 Linear Regression :

Linear regression model is used to model the relationship between variables namely a
dependent variable and one or multiple independent variables. The model assumes a
linear relationship between assigned input and output. In this study ,linear regression
model performed and inferences of Mean Square Error was 0.00359. This inference leaves
room for more inscrutability. Figure 14 shows the resultant outcome of linear regression
model.
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Figure 13: WordCloud

Figure 14: Linear regression result

5.3 Logistic Regression :

Logistic regression model is an instance of a classification model that provided in the con-
text of conditional probability distribution. For the study , sklearn package is leveraged
to carry logistic regression. The accuracy of logistic regression was 96.46 %. Figure 15
illustrates the execution and result.

Figure 15: logistic regression result

5.4 Decision tree:

Decision tree modelling predicts the target variable with structure being represented as
a set of decision rules which directs towards classification. In this study the decision tree
model performed an accuracy of 95.3%. Figure 16 gives the illustration.
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Figure 16: Decision tree result

5.5 Support Vector Classification:

Support vector classification is designed to carry binary classification entities which aims
to look for a hyperplane that segregates datapoints into different classes. Support vector
classifications performs well to deal with complex and high dimensional data. In this
study the accuracy for support vector classification is 96.46%. Figure 17 represents the
execution and result.

Figure 17: Support vector classification result

5.6 Naive Bayes:

Naive Bayes is based on Bayes theorem. It is a probabilistic classification algorithm.
Naive Bayes algorithm is preferred to read and explore text classification tasks which
involves identifying sentiment. Naive Bayes performs well with huge data and has good
computational abilities. In this study Näıve Bayes performed with an accuracy of 80.93%.
The illustration can be observed in figure 18.

6 Evaluation

The performance of algorithm was observed and the models performed will be evaluated
by accuracy, precision , recall and F1- score.
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Figure 18: Naive Bayes result

Algorithm Accuracy (%) Precision Recall F1-score
Logistic Regression 96.46 0.99 0.96 0.98
Decision Tree 95.33 0.95 0.95 0.95
Support Vector Classification 96.46 0.97 0.96 0.97
Naive Bayes 80.93 0.66 0.81 0.72

Table 1: Performance Metrics of Classification Algorithms

6.1 Experiment /Linear regression

Linear regression was an experimental approach however it did not perform to meet any
of the expectations. It has Mean square error of 0.035940.

6.2 Experiment / Logistic Regression

From table 1 it is evident that logistic regression perform with satisfactory accuracy of
96.46% with precision and recall being 0.99 and 0.96 respectively.

6.3 Experiment / Decision Tree

Decision tree experiment showcased an accuracy of 95.33% and the precision and recall
values were 0.97 and 0.97 respectively

6.4 Experiment / Case Study Support Vector Classification

: The accuracy for this experiment was 96.46% with precision and recall being 0.99 and
0.96 respectively

6.5 Experiment / Naive Bayes

: The experiment observed an accuracy of 80.93% with precision and recall being 0.81
and 1 respectively.

6.6 Discussion

The experiments were conducted involving vivid machine learning entities linear regres-
sion , logistic regression , decision tree , support vector classification and Naive Bayes.
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The models inferenced gave opportunity of discussion. These models are applicable for
many real-world problems and the evaluation of these models based on evaluation metrics
are optimized for solutions and computations.

Linear regression was an experimental approach to the study. The model was deployed
to examine if there is any significant linear relationship between variables. It is noted
that linear regression model did not meet the expectations . The mean square error
MSE of 0.003590 suggests non-significant deviation from expected values. Logistic re-
gression encouraged with promising outcome. With accuracy of 96.46% , it showcased
an impressive performance. The precision and recall values of 0.99 and 0.96 respectively
support the performance with proper identification of positive entities. Decision trees
expressed accuracy of 95.33% indicating good predictions. Precision and recall scores of
0.97 respectively illustrated well balance and effective understanding and interpretability.
Support vector classification known to handle non linear decision boundary and ability
to adapt complex data and relationships performed well with 96.46% accuracy with pre-
cision and recall values of 0.99 and 0.96 respectively. The Naive Bayes model performed
with lower accuracy comparatively with others of 80.93%. The precision and accuracy
scores were 0.81 and 1 respectively.

The tailored requirements of the study was to determine the model with highest ac-
curacy and best fit for the study. Logistic regression and support vector classification
showcased high accuracy with balanced precision and recall scores. Decision trees on the
other hand were fruitful to unfold interpretability. Naive Bayes could have performed
better with more optimization.

7 Conclusion and Future Work

The study conducted analysis of customer reviews with aligning factors such as ratings
and recommendations. The study employed five machine learning algorithms: linear re-
gression, logistic regression, decision tree, support vector classification, and Naive Bayes,
to unfold customer reviews and explore the capabilities of different algorithms. The study
focused on reviews for the cosmetic brand Sephora using customer review constituents
such as ratings, reviews in textual fold, and recommendations, which are binary entities.
The accuracy of each model was compared, and it was observed that logistic regression
and support vector classification performed proficiently with accuracy of 96.46%. The
fruitful inference from logistic regression can be imputed to its ability to handle binary
outcomes with high impact, while decision trees with accuracy of 95.33% are attributed
to handling complex relationships with the data. The high accuracy obtained by logistic
regression suggests a relationship between ratings and sentiment scores when used to pre-
dict recommendations. It concludes that the fluctuation of the sentiment score towards
positive or negative leads to a corresponding likelihood of positive or negative recom-
mendations. Decision trees were successful in observing non-linear relationships, which
showcased decision boundaries. The ambiguity suggests handling complex data inter-
actions between sentiment and ratings, which expand the course of strong performance.
Naive Bayes had accuracy of 80.93% . The high precision scores of logistic regression , de-
cision tree, support vector classification were 0.99 , 0.95, 0.97 respectively. This indicates
the model ability to interpret returning of relevant entities by these algorithms. Logistic
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regression and support vector classification returned recall score of 0.96 which elaborates
the ability of models to return relevant values. This indicates the deployment of logistic
regression , decision tree and support vector classification to execute recommendation
prediction. Naive Bayes despite having the ability to perform well with complex high
dimensional data , performed acceptable. One of the reason it could be is the frequency
distribution of entries. Overall, the models preferred for the study performed proficiently
and it can be concluded that these models are good fit for recommendation systems and
automation.

The future works can be focused on different aspects like external data integration such
as economic or financial parameters, geographical location coordinates, weather, and more
factors to explore demographic attributes and integrate for a better understanding of the
relationships. Furthermore, more algorithms would suggest an additional opinion on the
accuracy of the models based on the context of the study. Advanced or fine feature
engineering could enhance the predictive ratio of the models; this consists of sentiment
analysis on more textual aspects such as colour of eye, skin type, hair colour, and such
entities, which can provide more hyper-parameters to conduct more impacting analysis
on. Overall, the study has business as well as machine learning implications while business
implications being helping with revenue models and machine learning implications helping
as a guiding tool for advanced computing.
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