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Configuration Manual

Sarvochch Balwant Singh
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1 Local Machine System Configuration

Device name DESKTOP-QV0O42F
Processor Intel(R) Core(TM) i7-8750H CPU @ 2.20GHz 2.20 GHz
Installed RAM 8.00 GB (7.85 GB usable)
System type 64-bit operating system, x64-based processor
Pen and touch No pen or touch input is available for this display

Os Specification
Edition Windows 11 Home Single Language
Version 22H2
OS build 22621.2861
Experience Windows Feature Experience Pack 1000.22681.1000.0

2 Kaggle notebook Specifications

Kaggle’s notebook specification, data retrieved on 14/12/2023 from
https://www.kaggle.com/docs/notebooks
12 hours execution time for CPU and GPU notebook sessions and 9 hours for TPU
notebook sessions
20 Gigabytes of auto-saved disk space (/kaggle/working)
Additional scratchpad disk space (outside /kaggle/working) that will not be saved outside
of the current session
CPU Specifications
4 CPU cores
30 Gigabytes of RAM
P100 GPU Specifications
1 Nvidia Tesla P100 GPU
4 CPU cores
29 Gigabytes of RAM

3 Data Collection

Data has been collected from kaggle, the name of the dataset is - HuBMAP - Hacking
the Human Vasculature, its a open source dataset anyone can access and use it.
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4 Importing Libraries

Figure 1 Importing the necessary libraries, If any libraries are not installed on the given
environment please write ”pip install ’library name’”

Figure 1: Image of result generated by the model on validation set

5 Data Visualization

Figure 2 shows the function to create masks for visualization

Figure 2: Image of function to create masks for visualization

Figure 3 shows the function to get annotations from the jsonl file.
Figure 4 shows the function plot the mask, image and overlay.

1Dataset https://www.kaggle.com/competitions/hubmap-hacking-the-human-vasculature/

data
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Figure 3: Image of function to create masks for visualization

Figure 4: Image of function plot the mask, image and overlay.
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6 Data Preprocessing

Figure 5 shows the function to load file path and function to split the data in train and
validation.

Figure 5: function to load file path and function to split the data in train and validation.

Figure 6 shows the function to get the image gets it’s id and mask.

Figure 6: Image of the function to get the image gets it’s id and mask.

Figure 7 shows the function map image and mask.

Figure 7: Image of the function map image and mask.

Figure 8 shows the function to crop flip and rotate.
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Figure 8: Image of the function to crop flip and rotate.

Figure 9 shows the function for mosaic augmentation.

Figure 9: Image of the function for mosaic augmentation.

Figure 10 shows the function get the main dataset after all the preprocessing and
batching of the dataset.

5



Figure 10: Image of the function get the main dataset after all the preprocessing and
batching of the dataset.

Figure 11 shows the function to calculate dice coeff and writing the number of Epochs.

Figure 11: Image of the function to calculate dice coeff and writing the number of Epochs.

Figure 12 shows the code that adjusts the learning rate and implies earlystoping.

Figure 12: Image of the code that adjusts the learning rate and implies earlystoping.

6



7 Model DeeplabV3+

Figure 13 shows the Convolutional block of DeeplabV3+ model.

Figure 13: Image of the Convolutional block of DeeplabV3+ model.

Figure 14 shows the DSPP block of DeeplabV3+ model.

Figure 14: Image of the DSPP block of DeeplabV3+ model.

Figure 15 shows the Deeplabv3plus block of DeeplabV3+ model.

Figure 15: Image of the Deeplabv3plus block of DeeplabV3+ model.
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Figure 16 shows the execution of DeeplabV3+ model.

Figure 16: Image of the execution block of DeeplabV3+ model.

8 Model U-Net

Figure 17 shows the convolutional, encoder, decoder and Unet block of the of U-Net
model.

Figure 17: Image of convolutional, encoder, decoder and Unet block of the of U-Net
model.

Figure 18 shows the execution block of U-Net model.

Figure 18: Image of the execution block of U-Net model.
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9 Post Processing and Model Testing

Figure 19 shows the script for steps taken for post processing.

Figure 19: Image of script for steps taken for post processing.

Figure 20 shows the functions to calculate the average dice coefficient and function to
plot the predection.

Figure 20: Image of the execution block of U-Net model.

Figure 21 shows the functions to process the test image ( Resize it ) and get the
prediction on the image and plot it.
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Figure 21: Image of the execution block of U-Net model.

Figure 22 shows the functions to get the output of U-net model for the test image
same is written for the DeeplabV3+ model .

Figure 22: Image of the execution block of U-Net model.
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