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Abstract

The main objective of this research was to investigate the effective ways in which
a 2D photo of a healthy human tissue can be segmented to find blood vessel present
in them. Two models were selected for the task first being DeeplabV3+ and the
second model U-Net.

After conducting a through research it was evident that both the models had
potential for image segmentation in the filed of medical. However U-Net showed
a Superior performance compared to DeeplabV3+ it had a better dice coefficient
score of 0.68 4+ 0.1. The study also showed light on the architecture of Deeplabv3+,
however being good in the field of medical image segmentation its complex archi-
tecture does not work properly when it comes to identify small details present in
the image so it may not be accepted across other medical imaging applications.

This study sheds light on how deep learning models can help professionals in
filed of medical by improving healthcare imaging, which is very essential for fast
and effective diagnosis. The study also shows some limitations such as the models
may perform badly given on the dataset/images that they are provided with.

1 Introduction

Advancements in technological field has changed medical imaging in this fast evolving
field, enhancing diagnostic precision and treatment planning. Of all the applications, one
of the most important ones is the segmentation of medical pictures, especially the ones
that show complex anatomical features. Precisely defining areas of interest, such tumors
or blood arteries, is essential for efficient illness diagnosis, tracking, and therapy assess-
ment. In this matter, deep learning techniques paired with image segmentation have
shown a lot of promise, offering previously not so heard levels of accuracy and efficiency.
The present study starts with an in-depth review of the developments in medical picture
segmentation with a particular focus on the use of new and inovative deep learning archi-
tectures. The main objective is to look into, evaluate, and compile the results of current
studies that use deep learning to segment various anatomical systems. This research at-
tempts to explore the challenges, issues, and breakthrough possibilities of deep learning
in medical picture segmentation through a thorough examination of the literature and
real-world application.



1.1 Research Question

What methods can be used by machine learning models and image processing techno-
logies to best segment microvascular characteristics in 2D pictures of human tissue that
are healthy, such as blood vessels?

The main objective is to carry out a research that makes use of machine learning and
image processing methods which will help us segment healthy human tissues and Which
deep learning models are most suited for the microvascular segmentation task? An im-
portant part will be to look at well-known models such as U-Net, Mask R-CNN, and
their variations in the context of segmenting healthy tissue microvasculature.

2 Related Work

Research on the relationship between medical imaging and machine learning has signi-
ficantly increased in the last several years, especially in the area of tissue segmentation.
The purpose of this review of the literature is to summarize and contrast three innovative
research that use distinct machine learning techniques for tissue segmentation in diverse
medical settings.

2.1 Organ Vascular Segmentation Using Deep Learning

Todorov et al.| (2020) describes, a deep learning-based system for segmenting the whole
mouse brain vasculature using a convolutional neural network (CNN) with transfer learn-
ing is presented: the VesSAP tool. The brain vasculature may be accurately quantified
and analyzed by the researchers by combining tissue transparency methods with artificial
intelligence. A reference map is provided for different mouse strains using the method,
the research sheds light on brain vascular system. Anomalies in brain’s blood flow can
be detected with the help of this instrument. Takahashi et al. (2022)) proposed a the
CUBIC technique—which combines topological data analysis with tissue-clearing tech-
nology—is introduced for 3D imaging of vascular systems particular to individual organs.
Using data analysis and machine learning classification the changes in the mice illness is
detected which is carried out effectively. Similar to the Todorov et al. (2020)), [Todorov
et al.|(2019) introduces the VesSAP tool and reiterates the importance of comprehending
brain vasculature. The tools scalability and not so partial measurement is shown by the
researcher when talking about a reference map for the vasculature, when the mouse’s
brain is transparent and with the use of HD imaging. The researcher has also shed light
on how the tool can be used for automated analysis of brain conditions like stoke and
Alzheimer’s disease.

The work of |Oskal et al.| (2019) focuses on dermatology, suggests a U-net-based approach
for distinguishing epidermal tissue in histological pictures. The researcher makes a strong
point on use of CAD to be used for effective diagnosis of skin diseases.After being trained
on a large dataset, the U-net model performs better than previous methods and shows
resilience to changes in tissue thickness and staining. |Kemnitz et al. (2020) discusses
osteoarthritic knee discomfort and presents a novel technique for separating adipose tis-
sue from thigh muscle. Clinical assessments may benefit from the suggested U-net-based
architecture’s efficacy in segmenting tissues related to osteoarthritic knee discomfort.
Wu et al.| (2019)’s study, a 2D U-net powered by a 3D fully convolutional neural net-
work is used to simultaneously classify tissues and segment the ventricles. While not



fully explained the technique suggests that combining the models created for 2D and 3D
segmentation may provide better results if they are combined together, which is a very
unique direction for future research work. The importance of automated liver segment-
ation in the diagnosis of liver disorders is discussed in [Tang et al. (2020)’s article. To
achieve precise segmentation without the need for human feature extraction, the authors
suggest a two-stage method that combines DeepLab and Faster R-CNN.

Despite the fact that each work significantly advances the field of tissue segmentation,
their approaches and areas of concentration differ noticeably. The three research on the
brain vasculature (Todorov et al. (2020), Takahashi et al. (2022), and Todorov et al.
(2019)) employ machine learning to segment data and provide tools for in-depth exam-
ination. However, |Oskal et al. (2019), [Kemnitz et al. (2020), and Tang et al.| (2020)
demonstrate the adaptability of machine learning applications by delving into tissue seg-
mentation in various medical scenarios. The use of deep learning models—more especially,
CNNs and U-net architectures—to show how successful they are at precise segmentation
is a strength shared by all the publications. Moreover, the advancement of medical ima-
ging research is demonstrated by the incorporation of advanced methods such as tissue
transparency, topological data processing, and simultaneous 2D-3D modeling.

There still mays some issues persist with different dataset when it comes to standard-
ization and validation. Despite the fact that each study demonstrates efficacy in its
particular setting, a uniform criteria is still required to evaluate segmentation strategies
and ensure generalizability. Subsequent investigations ought to concentrate on the com-
prehensibility of these complex models and the integration of multi-modal data to achieve
more thorough segmentation.

In summary, these research demonstrate how machine learning has the potential to revo-
lutionize tissue segmentation in a variety of medical fields. The wider use of these novel
approaches in clinical practice will depend on how well the field handles standards issues
and improves model interpretability.

2.2 Applications of Deep Learning in Tissue Segmentation

Singh and Cirrone, (2022)) Provides a data-efficient deep learning system for the seg-
mentation and classification of histological images, with a specific focus on samples of
dermatomyositis.In case of auto immune diseases the proposed methodology improves
classification efficiency and segmentation efficiency but the author also addresses the need
for smart and efficient tools that can study the complex structure. [Luke et al. (2019)
presents the convolutional neural network O-Net, designed for quantitative photoacous-
tic image segmentation and oximetry. The finding includes a very accurate method of
determining the blood’s oxygen content at any given time. Through a combination of
computer learning and ”photoacoustic imaging,” the author was able to obtain a far
better understanding of blood oxygen levels. |Alsenan et al. (2021) uses a deep learning
model based on UNet and MobileNetV3 to try and segment the spinal cord’s gray matter.
The combination of UNet and MobileNetV3 suggests a novel approach for spinal cord
gray matter segmentation, albeit specific advantages are not indicated.

The results of 408 investigations on the automated segmentation of organs and tissues
using CT and MRI are included in |Lenchik et al.| (2019) review. The author highlights how
can the fast advances on monitoring therapy responses and disease diagnosis can have a
positive influence. |Wolny et al.| (2020) presents PlantSeg, a pipeline for 3D segmentation
of plant tissues at cellular resolution that is based on convolutional neural networks.



According to the author a flexible approach will be provided by the proposed tool, that
will work better on different kind of tissues, sizes and image condition when it comes to
plant biology. A big contribution has been made by this research in regards to the study
of plat tissue.

Abdani et al. (2020)) focuses on the artificial segmentation of pterygium tissues and

uses a deep learning technology in its approach. Keeping efficiency of segmentation in
mind author added deeply connected layers to the model. A online screening tool that can
be used by the users to detect the diseases was also proposed by the author. |Oskal et al.
(2019)identifies malignant melanoma by offering a U-net based technique for segment-
ing epidermal tissue in histopathology images. The suggested method exhibits resilience
against changes in tissue properties and staining when incorporated into a computer-
aided diagnostic system.
All the studies reviewed make a distinct contribution to medical imaging segmentaiton.
Notable for their contributions to the diagnosis of intricate disorders are the histopatho-
logy image segmentation framework and the photoacoustic image segmentation network.
A comprehensive picture of automatic segmentation across several imaging modalities is
offered by the systematic review. PlantSeg uses machine learning to the study of plant
biology, whilst the pterygium tissue segmentation and epidermal tissue segmentation art-
icles offer specific solutions for issues with visual manifestations. However, there is a need
for more research because the spinal cord gray matter segmentation report is not detailed
enough.

2.3 Model-Centric Innovations in Vascular and Tumor Segment-
ation

The study of |Groves et al.| (2020) presents the Mask R-CNN and U-Net algorithms and
shows how well they work for automated segmentation of the internal jugular vein and
carotid artery in the neck vasculature. The vascular reconstruction and its validity with
the CT images with the help of Mask R-CNN shows its ability to perform 3D analysis
and its significant mark on understanding of vascular structure. Jeong et al.| (2020) in-
troduces a novel 3D Mask R-CNN method for brain tumor segmentation in the field of
neuroimaging. A more thorough examination is ensured by including dynamic susceptib-
ility contrast-enhanced MRI perfusion pictures. The strong performance measures, such
as recall, accuracy, and Dice similarity, highlight its usefulness for tracking disease devel-
opment and planning radiation treatments. |Jahnavi and Vasundhara (2022))’s research
presents U-Net++, a thoroughly trained encoder-decoder network with interconnected
skip routes, with a focus on retinal arteries. Skip links are carefully designed to reduce
semantic gaps and improve retinal vascular recognition accuracy. This novel method may
lead to improved diagnosis of age-related macular degeneration, glaucoma, hypertension,
and diabetic retinopathy.

Chen et al.| (2021)) presents DC-U-Net, a fusion of U-Net and dilated convolution, to
address the crucial challenge of lung CT image segmentation. Evaluations in comparison
to Otsu and area growth algorithms show better results in terms of Dice coefficient and
Intersection over Union (IOU). This technique offers improved accuracy for later analysis
of lung structures and speeds up segmentation. Mittal et al. (2019)’s study adopts a
comprehensive strategy for brain tumor segmentation, including preprocessing, a stacked
auto-encoder network for feature extraction, and post-processing morphological filtering.
The suggested approach shows improved precision in separating brain cancers from vari-



ous MRI images. It is a major step forward in addressing low contrast imaging and
morphological uncertainty problems.

Saeedizadeh et al| (2021) presents the TV-Unet model for segmenting COVID-19 con-
taminated areas in chest CT images in response to the worldwide health issue. Its novel
addition of a 2D-anisotropic total-variation regularization term enhances segmentation
accuracy and makes it a quick and efficient replacement for COVID-19 infection detec-
tion. The model’s high Dice score and mloU rate highlight its efficacy. In order to
segment brain tumors, Chahal et al. (2019) presents a deep learning model that com-
bines the Two-Pathway and Cascade architectures. The model performs exceptionally
well in predicting tumor cells by utilizing convolutional neural networks, which helps it
overcome obstacles like low contrast imaging and position ambiguity. The suggested ap-
proach shows promising results in automating this difficult process, adding to the larger
field of brain tumor segmentation.

Even though every research focuses on different difficulties with medical picture segment-
ation, they all use deep learning architectures, which highlights how reliable and flexible
these methods are. Notably, new designs like DC-U-Net, TV-Unet, and U-Net++ demon-
strate continuous attempts to improve segmentation accuracy.

There are, however, a few gaps in the publications. There is still need for progress in areas
like the requirement for bigger and more varied datasets, addressing the interpretability
of deep learning models, and guaranteeing generalizability to a range of clinical circum-
stances. Standardization of comparison techniques and performance indicators would
also make it easier to conduct a more thorough assessment of various approaches.

3 Methodology

Using a comprehensive study , deep learning models have been applied to the task of
medical image segmentation. The method is founded on a scientific process that comprises
collecting data, building models, and evaluating them. This work makes use of the
Knowledge Discovery in Databases (KDD) method, a systematic approach for extracting
useful knowledge from vast volumes of data.

The following figure Figure [1| will give a brief idea about the workflow of the research.
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Figure 1: Work Flow of the Research
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3.1 Data Collection

The HubMap competition on Kaggle yielded the dataset "HubMap - Hacking the Hu-
man Vasculature.” High-resolution microscopy pictures of human tissue, with a particu-
lar emphasis on the vasculature, are included in this collection. Metadata was gathered
that included specifics about picture tiles and full-slide photos. For the segmentation of
vascular structures, ground truth annotations—which are essential for supervised train-
ing—were accessible. Annotations were provided in the datasets were co-ordinates for
each anootation types were provided in a json file. preprocessing techniques were applied
to the photos to assure uniform proportions and highlight relevant features. Rotation
and flipping were two of the approaches used to improve the training dataset.

3.2 Model Development

During the model selection process, important findings from pertinent research articles
using architectures like Deeplabv3 and U-Net were taken into account.

Two popular deep learning architectures were selected for testing: U-Net and Dee-
plabV3+. Similar medical picture segmentation tests have shown these models to be
successful.

U-Net a type of CNN was created for the segmentation of medical images. Its archi-
tecture is encoder-decoder. The decoder uses transposed convolutions to achieve exact
localization, while the encoder records the image’s context. The skip connections between
the encoder and the decoder, which aid in retrieving the fine-grained data lost during
downsampling, are one of U-Net’s primary characteristics [Huang et al.| (2020)).

An expansion of the DeepLabv3 model made for segmentation is called DeepLabV3+. To
capture multi-scale context, it provides a module called Atrous Spatial Pyramid Pooling
(ASPP) and employs an encoder-decoder structure. In addition, depthwise separable
convolution is a feature of DeepLabV3+ that considerably minimizes computation and
model size when compared to conventional convolutions |Azad et al.| (2022).

Medical image segmentation has seen the effective use of both U-Net and DeepLabV3+-15.
They can preserve high spatial information and capture multi-scale characteristics, both
of which are essential for medical picture segmentation.

The models were trained using a training-validation split on the HubMap dataset. To
keep an eye on model stability and avoid overfitting, hyperparameters were adjusted
iteratively and validation was done on a frequent basis during the training phase.

3.3 Evaluation Methodology

The Dice coefficient, which calculates the overlap between the ground truth and anti-
cipated masks, is the main evaluation measure used.The Dice Coeflicient, which is often
referred to as the Sgrensen-Dice coefficient, is a widely used statistic in the medical ima-
ging industry for assessing image segmentation tasks. In order to compare an expected
segmentation mask (also known as an anticipated mask) with the ground truth mask, it
estimates the overlap between two binary pictures. The measurements of accuracy and
loss are extra. These requirements relate to recognized benchmarks in the field of medical
picture segmentation studies. Dice coefficient is defined as -

2-|ANB|

Dice = ————
Al + | B



where |A| + |B] is the total number of pixels in both the predicted and ground truth
masks, and |A N B| denotes the common elements (i.e., the properly predicted pixels)
between sets A and B.

Choosing evaluation metric also depends upon the dataset and the task that is been
carried out,the other options that was present was Intersection over Union (IOU).

3.4 Result Assessment

Via the use of ground truth masks and real photos with predicted masks, the outcomes
were qualitatively evaluated. A proper examination of the segmentation quality was done
by this qualitative analysis.

Accuracy of segmentation was obtained by calculating quantitative indicators, such as the
average Dice coefficient. This method is mostly used in the field of image segmentation.

4 Implementation

Entering the implementation phase is essentially the realization of the research objectives
and concepts. Consider it as converting the beliefs and techniques into actual, observable
outcomes.

4.1 Data Loading And Visualization

The process starts by loading the necessary libraries and metadata, such as the WSI
(Whole Slide Image) and tile metadata. In addition to verifying the quantity of instances
available for training and testing, it creates the pathways to the training and test datasets.
In order to gain understanding of the dataset’s demographic distribution, an exploratory
data analysis is carried out.

The annotations are taken from a JSON Lines file called polygons.jsonl, which has
the necessary data on the areas of the photos that have been annotated. Figure 2] demon-
strates how the annotations and coordinates are present in the Json file

1,[371,91], 3
1,[85,5],[85,4]
1,[144,2],[144,

Figure 2: Image generation of mask and overlapping image

Here id represents the unique id assigned to the image. These annotations include the
coordinates characterizing the region inside the picture as well as the kind of structure
(e.g., glomerulus, blood artery).

To build masks matching to various annotation kinds, such as blood vessels and
glomeruli, a specific function called create_mask is used. This method creates a unique



masks for each type of annotation by filling polygons in a binary mask with ones using
the OpenCV library. Masks are made for every annotated image when the images are
loaded. The script makes sure the shapes of the pictures match and doesn’t run files that
aren’t the right size. Masks are maintained in a nested dictionary (masks), sorted by
picture ID and annotation type, whilst image data is arranged in a dictionary (images).

The display_image_and masks function is called once a few sample image IDs are
chosen in order to show how original photos and the annotations that go with them are
shown visually. This step provides an actual example of how the method processes and
displays the annotated medical images.

The images generated with mask and the overlapping image is shown below in Figure[3]

Figure 3: Image generation of mask and overlapping image

This methodical approach guarantees efficient loading of the data, annotation pro-
cessing, and presentation of medical pictures, providing insightful information about the
location and properties of vasculature in human tissues.

4.2 Data Preprocessing

The procedures for loading, preprocessing, and augmenting a dataset of medical pictures
in order to train a machine learning model are described in this section of the approach.
Every step is selected with care to improve the dataset’s resilience and variety for efficient
model training.

The function to load file paths based on a directory and a list of examples is defined
at the start of the script. The goal of this phase is to create a list of file paths for
the loading and processing of following images. To divide the file paths into training
and validation sets, a function is implemented. Making sure the model is trained on a
variety of photos while having a different set for assessment requires doing this crucial
step. Because the split size is adjustable, it offers flexibility according to the size and
properties of the dataset. Training and validation sets must be kept apart in order to
evaluate model performance on unseen data. It makes it easy to avoid overfitting and



ensures that the model can perform better on new data. A popular approach is an 80-20
split, which maintains a balance between the necessity of a sizable training period and a
strong assessment phase.

There are defined functions for loading photos and matching masks. OpenCV is used
to import the images, which are then transformed to float32 and normalized to a range
between 0 and 1. Blood vessel-focused annotations from a JSON file are used to construct
masks. This stage makes sure that the masks and pictures are ready for the next model
training. In image processing, normalizing pixel values to a range between 0 and 1 is a
standard procedure. It accelerates and balances the training process, which aids in the
development of the model.

Using the supplied pictures and masks, a mapping function is constructed to transform
the file paths into TensorFlow datasets. This function preprocesses the pictures and
masks using TensorFlow’s tf.numpy _function, adjusting their forms to ensure uniformity
throughout the dataset.

In order to improve the generalization of the model and increase the variety of the
dataset, data augmentation strategies are used. Images and masks are subjected to
techniques like random flips and rotations. An additional approach for adding diversity to
the dataset is the mosaic augmentation technique, which combines .four randomly selected
images to form a mosaic. To improve the training dataset’s variety, data augmentation
is necessary. By randomly flipping and rotating, the model may be trained to learn
invariant properties by simulating various vascular orientations. By combining many
images, mosaic augmentation enhances the dataset with complex structures and patterns.

The dataset function receives the file locations and creates a TensorFlow dataset. It
integrates the mapping function and, if provided, makes use of data augmentation tech-
niques. The dataset is then batched for memory management, computational efficiency
and improving the time it takes to train the data. During training, effective and parallel-
ized data loading is ensured by using TensorFlow datasets. The mapping function makes
it easier to translate file paths to image-mask pairs, providing straightforward interaction
with the TensorFlow framework. Batching is a common technique to make sure max-
imum memory utilization takes place and computational effectiveness. It helps the model
to improve convergence and stability during training by allowing it to adjust its weights
based on many instances in each iteration. Eight has been selected as the batch size to
balance model learning and computing efficiency.

Following the methodology, produces a well-structured and diversified dataset that can
be used to train a machine learning model to precisely separate blood vessels in medical
photographs. TensorFlow dataset features along with data augmentation approaches
guarantee the effective and efficient use of the dataset for model training.

4.3 Model Development

Exponential Decay Learning Rate and Early Stopping are employed for both the model.

During training, the learning rate is dynamically adjusted using an exponential decay
learning rate schedule. This ensures that the model will converge smoothly and gradually
reduces the learning rate during training to prevent oscillations or overshooting during
optimization.

One useful regularization strategy to avoid overfitting is early stopping. When the
model begins to overfit the training data, the training process is stopped by keeping an eye
on the validation loss. Maintaining optimal performance of the model on the validation



set is ensured by restoring the best weights.

4.3.1 DeepLabV3+

The creation of the DeepLabV3+ model for the segmentation of the vasculature in medical
pictures will be examined in this section of the implementation. It involves developing the
training model, setting the parameters for the model, and creating the model architecture.

The model architecture uses a ResNet50 backbone for feature extraction and follows
to the DeepLabV3+ concept. A Dilated Spatial Pyramid Pooling (DSPP) module in the
design collects multi-scale contextual data. To improve the model’s capacity to identify
and divide up vascular structures of different sizes in medical pictures, the DSPP module
is added. The DeepLabV3+ architecture is chosen due to its effectiveness in medical im-
age segmentation task, namely in dilated convolutions for contextual information capture.
Understanding this is crucial for identifying the many sized and contextual variations of
vascular structures in medical imaging.

Because the ResNet50 backbone has a track record of successfully extracting hierarch-
ical features from pictures, it is utilized for feature extraction. Conv4_block6_2_relu and
conv2_block3_2 relu are the particular layers that were picked for the feature extraction;
they were chosen with care to balance the trade-off between receptive field and spatial
resolution.

For the purpose of obtaining contextual information at various scales without com-
promising spatial resolution, the DSPP module is essential. Applying varying rates of
dilated convolutions enhances the model’s chances to recognize various sized vascular
structures. The model’s comprehension of intricate spatial connections within the pic-
tures is improved by the DSPP module.

When classifying each pixel as either vasculature or non-vasculature is the aim of
binary segmentation tasks,Dice Loss coefficient is selected as the major loss function.
Additionally, segmentation accuracy and the model’s capacity to collect small features
are enhanced by the inclusion of dice loss as a loss metric.

A statistic that improves segmentation efficiency is dice loss, especially when gath-
ering small features. Binary Crossentropy is appropriate for binary segmentation tasks.
Combining these two techniques gives us a better approach which will help us optimize
our segementaion model.

Because features essential to vascular segmentation in medical pictures may differ con-
siderably from features learnt on general-purpose image datasets, the ResNet50 backbone
was designed without pre-trained weights. By training with random weights, the model
can better adjust to the unique properties of the collection of images.

4.3.2 U-Net

The next step in the implementation is to create and train a U-Net model for the pur-
pose of segmenting the vasculature in medical pictures. To retain spatial information,
the encoder-decoder structure of the U-Net design has skip connections. A particular
loss function, training metrics, and optimization technique are included in the model’s
compilation.

The U-Net architecture is selected due to its efficiency in tasks involving the segment-
ation of medical images. It is made up of a decoder that reconstructs the segmentation
mask and an encoder that records hierarchical characteristics. The vanishing gradient
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issue is lessened and spatial features are preserved thanks to skip connections between
matching encoder and decoder blocks.

The U-Net model’s fundamental building components are convolutional blocks. Two
convolutional layers make up each block, which are each followed by rectified linear unit
(ReLU) activation and batch normalization. This combination gives the model non-
linearity and helps in capturing minute details.

To increase the number of feature channels while downsampling the input image’s
spatial resolution, encoder blocks are employed. Max-pooling layers and convolutional
blocks are examples of these blocks.Max-pooling reduces the spatial dimensions so that
the model may focus on higher-level properties.

Upsampling the feature maps and recovering the segmentation mask’s spatial inform-
ation are the responsibilities of the decoder blocks. Upsampling is accomplished using
transposed convolutional layers, and spatial information is preserved by concatenating
skip connections from related encoder blocks.

Due to its effectiveness in adjusting the learning rate during training, the Adam
optimizer was selected. It combines the benefits of momentum and adaptive learning
rate techniques to provide faster convergence and better optimization.

The design decisions, optimization approach, and loss function are in line with in-
dustry best practices and are intended to provide reliable and accurate vascular segment-
ation.

4.4 Post Processing

Predictions for the validation dataset are produced using the trained segmentation model.
To improve and fine-tune the anticipated masks, post-processing functions are created.
In particular, dilation is done with a certain kernel and number of iterations to the anti-
cipated masks. Dilation aids in filling in tiny gaps and softening the edges of the divided
areas. With the compose function, a composite function is defined. This function enables
the sequential application of many processing algorithms in a chain on the predictions.

The model’s predictions are subjected to the composite function. This stage makes
it possible to combine and apply flexible post-processing techniques, such dilatation, to
the predictions.

To assess the effectiveness of the model’s predictions quantitatively, the dice coefficient
is computed. By comparing the anticipated and ground truth masks, the Dice coefficient
calculates a similarity score between 0 and 1, with larger values denoting better segment-
ation accuracy.

For qualitative evaluation, the ground truth masks, original pictures, and forecasts
are shown. The ground truth mask, the actual picture, and the anticipated mask make
up each row in the display. The segmentation performance statistic is represented by the
Dice coefficient.

5 Evaluation

Two models namely DeeplabV3plus and U-Net have been used for the task of image
segmentation. The evaluation consists the architecture of the models, configurations set
for the training and suitability of the models for the task of image segmentation.
DeeplabV3plus makes use of dilated convolutions and on the other hand U-Net em-
ploys an encoder-decoder structure paired with skip connections, these two models build
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are more than capable and are well-suited for capturing small details which is important
for the task of medical image segmentation.

The models are optimized for precise blood vessel segmentation with the help of
the Dice loss function. This approach corresponds to the high requirements of medical
picture segmentation, where the accuracy of the segmentation is largely dependent on
spatial overlap.

The models are set up with a dynamic learning rate schedule based on exponential
decay and the Adam optimizer for best training results. In order to avoid overfitting
and guarantee that the models perform effectively on unobserved medical pictures, early
stopping is implemented. There is only 1 image present in the testing set, as it was the
only image provided by the publisher of dataset.

5.1 Evaluation - DeeplabV3+

The architecture of DeeplabV3+ is selected because to its proficiency in medical picture
segmentation. By utilizing dilated convolutions, the model exhibits an improved receptive
field, which enables it to effectively extract contextual information that is essential for
distinguishing complex blood artery architectures.

The Dice coefficient was used to evaluate the segmentation accuracy of predictions
made by the DeeplabV3+ model. The average Dice coefficient for the model is 0.52 +
0.1.

Figure 4| shows the difference between training dice coeff and validation dice coeff.
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Figure 4: Image of Dice Coeff per epoch

Figure 5[ shows the result generated by the model on the Test image of the dataset.
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Figure 5: Image of result generated by the model on the Test image

Figure [6] shows the result generated by the model on validation set of the dataset.
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Figure 6: Image of result generated by the model on validation set

5.2 Evaluation - U-Net

U-Net’s architecture is encoder-decoder. The decoder uses transposed convolutions to
achieve exact localization, while the encoder records the image’s context
The Dice coefficient was used to evaluate the segmentation accuracy of predictions made
by the U-Net model. The average Dice coefficient for the model is 0.68 + 0.1.

Figure [7] shows the difference between training dice coeff and validation dice coeff.
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Figure 7: Image of Dice Coeff per epoch

Figure [§] shows the result generated by the model on the Test image of the dataset.

U-net Prediction

Figure 8: Image of result generated by the model on the Test image
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Figure [J shows the result generated by the model on validation set of the dataset.
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Figure 9: Image of result generated by the model on validation set

5.3 Discussion

In this discussion the performance of both the models will be addressed, both of the
models have different architecture and different way of segmenting the image.

The U-Net’s model has a symmetrical architecture, which combines a decoder for ac-
curate localization and an encoder for contextual comprehension, is good at preserving
spatial information—a crucial component in intricate segmentations like those needed
for medical imaging. One noteworthy element that ensures little loss of data during the
segmentation process is the introduction of skip links, which carry information straight
from the encoder to the decoder.In the findings of the research, the design gets a good
Dice coefficient of 0.68 + 0.1, that shows the effectiveness in the medical segmentation
task .

With a ResNet-based backbone, DeeplabV3+ integrates Atrous Spatial Pyramid Pool-
ing (ASPP) into a more intricate structure. The ability to handle multi-scale data is a
need for segmenting the features into various sizes in this design. With an average Dice
coefficient of 0.52 £ 0.1, DeeplabV3-+’s performance in this particular segmentation test
was not as good as U-Net’s, even with its improved capabilities. This could be because
DeeplabV3+’s method isn’t entirely consistent with the dataset’s properties.

Both the models have many pros to them but there are some drawbacks in the model
present. Although useful for some segmentation tasks, U-Net’s relatively simplistic ar-
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chitecture might not be able to handle more intricate, high-level feature extractions. To
increase its performance in more diverse and difficult datasets, improvements like the in-
tegration of deeper or more complex layers should be investigated. The Dice coefficient of
the DeeplabV3+’s model indicates potential for improvement. Although a strength, the
model’s complexity may also be a disadvantage, creating difficulties for training and op-
timization. Its training effectiveness and generalization potential may also be enhanced by
adding more sophisticated regularization algorithms and dynamic learning rate changes.

6 Conclusion and Future Work

In addressing the research question of what are the most effective way for segmentation
of blood vessels in a health human tissue using machine learning model the study came
to an conclusion that while leveraging deep learning and making use of different CNN’s it
was evident that utilizing U-Net is the effective way for this dataset. The results showed
that U-Net was a better model compared to DeeplabV3+ as it had a better dice coeffi-
cient score, DeeplabV3+’s architecture and design didn’t perform well on the Hupmap
dataset, the dataset may have limited the model’s effectiveness.

This research offers significant views on the selection and application of deep learning
models in medical picture segmentation. It makes a point on how a selection of model’s
architecture is crucial with demands of image segmentation especially in the field of med-
ical. The better performance by U-Net makes a point on how it has the potential to be
dependable when it comes to tools related to treatment.

6.1 Future Work

6.1.1 Hybrid Model developmet

Hybrid model development involves combining the capabilities of DeeplabV3+ and U-
Net to produce a model that is more accurate and efficient at handling a wider variety of
medical imaging jobs.

6.1.2 Testing and Real-World Application

These models will be put into practice in actual clinical settings to assess their applicab-
ility and user-friendliness in a medical scenario.

6.1.3 Use of tranfer learning

looking at the use of transfer learning to modify these models for a larger range of medical
imaging datasets, such as datasets with abnormalities or uncommon diseases.

6.1.4 Multi Class Clasification

As there are other elements present in the images in the dataset in future a model can be
made that can classify the glomerulus present in the dataset currently the images that
have glomerulus present in them are less in number.
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6.1.5 Real world testing

The models can be test in real world clinical environment, so that we can get a clear
outline on their real world applications and user friendliness.
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