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1 Introduction

The configuration manual gives detailed information about doing the study and running
it on the original equipment. Following that, it provides details on the hardware con-
figuration of the original device, emphasizing the importance of an identical or superior
hardware configuration to enable successful replication of the research. It also describes
the program prerequisites required for running the study code prior to execution. The
last part elaborates on the critical project configurations necessary inside the source code
to allow the research code to execute.

2 Hardware Details

The code of the project was developed and executed on the local machine, specifications
of which are documented in the Table 1.

Table 1: Machine Configuration

Feature Config
Operating System Windows 11
System Memory 16GB
Processor AMD Ryzen 5 5600H with Radeon Graphics 3.30 GHz
Graphic Card NVIDIA Geforce RTX 3050 Laptop GPU (4GB Memory)
Storage 1 TB

The machine with the above specifications was able to do the pre-processing tasks
and run the shallow CNN model on CPU. The only issue was with the system memory.
Both the VRAM of GPU and system ram of 16GB were not enough to store the data
of frames. Becuase of this, only the first 7 subfolders of the dataset were used in this
project.

3 Software Requirements

This project was implemented using python language. Python is a flexible, high-level
programming language noted for its usability and simplicity. Jupyter notebook was used
as IDE for both pre-processing and implementing the model. Jupyter Notebook provides
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a dynamic web-based ecosystem which enables for program execution, graphical rep-
resentation, and documentation, which makes it ideal for analyzing data, research, and
teaching. Python’s version 3.9.18 was used to developed this project. Table 2 gives the
information about the libraries, their versions being used in the project and the line of
code to install them.

Table 2: Machine Configuration

Library Version Install command
pandas 2.1.1 pip install pandas
numpy 1.26 pip install numpy
cv2 4.8.0 pip install opencv-python
plotly 5.18.0 pip install plotly
keras 2.14.0 pip install keras
tensorflow 2.14.0 pip install tensorflow
sklearn 1.3.2 pip install scikit-learn
seaborn 0.11.2 pip install seaborn
matplotlib 3.8.0 pip install matplotlib
mtcnn 0.1.0 pip install mtcnn

4 Project Configuration

This section discusses about the dataset, how it is utilized and the steps to reproduce the
results with the artefact.

4.1 Dataset Details

The DFDC dataset is available on the Kaggle 1 after accepting the rules and regulations
of the competition. There is single file which has all the data as well as the dataset
is divided into 50 sub-folders as can be seen in Figure 1 . For this project, the first 7
sub-folders were downloaded.

Figure 1: Dataset available on Kaggle

1https://www.kaggle.com/competitions/deepfake-detection-challenge/data
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4.2 Sequence in which the code is to be run

The first python code which needs to be executed is ”Frame from Videos.ipynb”. This
code file is responsible for the pre-processing of the videos and extracting images of
subject’s faces from them. Class imbalance problem has been handled in this code itself
as an equal number of real and fake videos are selected for the process of extracting
frames. Figure 2 shows the jupyter cell in which MTCCN algorithm is applied to each
selected frame and then the image of the face is resized and stored in the folder for which
the details are given in the next section.

Figure 2: Extracting frames from videos and applying MTCNN

In the second code file ”Meso-4 model implementation.ipynb”, the model is imple-
mented using keras, trained and evaluated. Figure 3 shows the code to create the model
structure, figure 4 shows the training part and saving the model and figure 5 shows the
calculation of logloss, accuracy, precision, recall along with confusion matrix.
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Figure 3: Creating model structure using Keras library

Figure 4: Training the model
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Figure 5: Calculating evaluation metrics

4.3 Folder Configuration

The videos which are downloaded are then extracted to the ”train sample videos” folder
which is the ”deepfake-detection-challenge” folder. Then python code ”Frame from
Videos.ipynb” file is executed. This code does the pre-processing and stores the im-
ages in the folder ”output” which is located in the ”working” folder. This folder acts as
the database for the code ”Meso-4 model implementation.ipynb” which uses the images
stored in the folder to train the model.

5 Artefact details

Figure a shows the contents of the zip file which is shared in the submission. Since each
video dataset is 9Gb each and the dataset of facial images created using the fist python
code is 1.56gb, that’s why they are removed from the submission folder. The image
dataset can be created easily by following the steps in the above sections.
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