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1 Introduction

The configuration manual offers concise details regarding the hardware and software
prerequisites for this research. The program will additionally offer a detailed roadmap for
completing the analysis project successfully. The manual is divided into various sections
for informational clarity and guidance.

2 System Requirement

2.1 Hardware Requirements

1- Model Name: Acer Aspire E15

2- Operating System: Windows 10 64-bi

3- Processor: Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz 2.70 GHz

4- Memory: 8:00 GB Ram Storage

2.2 Software Requirements

Python was the computer programming language used. The basis for this project was
Google Colab PRO, a cloud resource from Google. The software was executed in the
background during execution using a Tesla T4 GPU, NVIDIA-SMI 525.105.17, Driver
Version: 525.105.17, and CUDA Version: 12.0. An overview of all the software needs
used in this study is given in Figure 1.

3 Importing Libraries

The ’pip’ statement must be used for installing in cases when particular libraries are not
already installed. To set up Roboflow, for example, in a Google Colab, use ”%pip install
Roboflow.” The commands that can be used for importing libraries are shown in Figure
2. All of these libraries combined offer the features required to handle a Deep Learning
Image Dataset effectively.
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Figure 1: Google Colab

Figure 2: Importing Libraries
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4 Dataset Exploration

The set of pictures was downloaded from the Roboflow website and contains 11,978 photos
divided into 6,473 training images, 3,570 validation images, and 1,935 test images. Figure
3 shows the data file loading procedure and the API key. The collection of data was
fetched into the Google Colab notebook using the Roboflow API.

Figure 3: Importing Dataset

5 Evaluation

The YOLOv5 repository was extracted along with necessary prerequisites and library
imports before model analysis was started. This included installing the required de-
pendencies, the Ultralytics YOLOv5 model, the required Roboflow prerequisites, and
the indispensable packages. To display pictures in the final result, the ’IPython.display’
package was also loaded. The extensive configuration was designed to provide a smooth
and fully-equipped setting for the evaluation of the model and examination that followed
are shown in figure 4

Figure 4: YOLOv5 repository
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5.1 Ultralytics YOLOv5 Hyperparameter

Within Ultralytics YOLO, important parameters include things like learning rate and
structural information like neuron count and activation function kinds. As an example,
’Learning Rate lr0’ establishes the step size in the direction of the loss function minimum.
’Number of Epochs epochs’ denotes a complete forward and backward processing pass
over all training examples, set here for 5 epochs. ’Batch Size batch’ refers to the num-
ber of pictures processed concurrently in a forward pass. The Tuner class was used in
the’model.tune()’ function to parametric tune YOLOv5n on PPE-8 over five epochs. This
included implementing an AdamW optimizer and limiting confirmation, checkpointing,
and visualization to the last epoch in order to facilitate rapid tweaking. Using momentum
and stochastic gradient descent (SGD), the optimizer and weight decay coefficients set at
0.9209 and 0.0005, respectively. The YAML file encapsulates the optimally performing
hyperparameters discovered during the tuning process, as illustrated in Figure 6.

Figure 5: Hyperparameter

Figure 6: Results of Hyperparameter

5.2 Training YOLOv5 Detection

Multiple variables are given in this context: ’img’ indicates the dimensions of the source
picture, ’batch’ the batch size, ’epochs’ the number of simulated epochs, and ’data’ the
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path to the YAML file. ’Cache’ speeds up training by caching pictures, whereas ’nosave’
only save the final checkpoint. The PPE-8 the file from Roboflow was used to simulate
YOLOv5s in order to evaluate the model; this took about 5.282 hours for 50 epochs. The
analysis criteria, which utilizes an Intersection over Union (IoU) criterion with a score
threshold of 0.5, is calculating the percentage of overlap between the predicted and real
bounding boxes. Figure 7 illustrates this process.

Figure 7: Train yolov5s on custom data for 50 epochs

Figure 8: Model Summary after running 50 epochs

5.3 Dectecting all the valid images

Using the best.pt weights file from the YOLOv5 model, 3570 valid photos (with a picture
size of 416) were analyzed, and all 12 classes from 1 to 12 were correctly detected and
numbered. Figure 9 displays the findings, together with the detection status, time frame
in milliseconds, and class numbering.

5.4 Printing the final results

A collection of legitimate photographs found in the PPE dataset are printed using the
code in image 10. It looks for folders that match a given pattern by using the glob
function. Furthermore, the pictures are displayed by the code using ”IPython.display
import Image”. The final result of valid labels is shown in Figure 11, while the end result
of valid predicted pictures is shown in Figure 12.
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Figure 9: Valid set

Figure 10: Printing final results
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Figure 11: valid labels Results
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Figure 12: valid predicted results
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