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1 Introduction

The Configuration manual explains step by step process involved in the implementation
of this research Real-time Pedestrian Detection using YOLO-NAS algorithm. The pre-
requisite configuration of Hardware and Software for this research has been mentioned in
this Configuration Manual. The aim of this research is to identify and detect Pedestrian
using the YOLO-NAS technique. It is a Single Stage Detection (SSD) technique which
uses the Neural Architecture Search for finding the best architecture for detection. It is
versatile, robust and fast enough to be implemented for real-time implementation. The
Caltech dtatset 1 has been explored in this research for detecting Pedestrians.

2 System Specification

The research project was conducted using the open-source software Jupyter Notebook
and Google Colab which is an effective tool with pre-loaded work environment for easy
installation and use of libraries. The Hardware and Software configuration required for
this research are listed below.

2.1 Hardware

The hardware parts consist of the CPU (central processing unit), memory, storage, net-
work cards, motherboards, and other important components. The specifics employed in
this project are outlined in Figure 1. During the project’s initial phase, a local envir-
onment was utilized for data sorting, visualization, and processing. Additionally, the
system incorporates a storage space of 512 GB. System Specification:

Google Colab Specifications:

• RAM - 12 GB

• GPU - NVIDIA T4

• Disk Space : 100 GB

1https://www.kaggle.com/datasets/kalvinquackenbush/caltechpedestriandataset/data
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Figure 1: Local System Hardware Specification

2.2 Software

This research was executed using Python Programming Language. All the processes from
Importing libraries, data extraction, data Pre-processing, Exploratory Data Analysis,
Model Building and Evaluation metrics are done through the python on Jupyter Notebook
and Google colab. The Local environment is used in the initial phase for Data Pre-
processing and then Google Colab is used for setting the training parameters and Model
Building.

• Programming Language - Python 3.10.12

• Cloud IDE - Google Colab

• Annotation File - Provided with the dataset and used the recommended github
notebook for converting it to YOLO format 2

Run this command to check the GPU specification in your system as shown in figure
2

3 Importing Libraries

The first step in this research is to import all the necessary libraries required like numpy,
pandas, torch vision, super-gradients, pycocotools, matplotlib, scikit learn, etc as shown
in Figure 3. If any other libraries are required they can be imported later.

3.1 Generating Annotation File

Now, the annotation files are generated for the video sequences of the data as shown in
Figure 4. to index it with Bounding Boxes later.

3.2 Generating Image Files from Video Sequences

The Video sequences are converted into images for detecting the pedestrians using the
Bounding Box as shown in Figure 5 and Figure 6

2https://github.com/simonzachau/caltech-pedestrian-dataset-to-yolo-format-converter
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Figure 2: Checking GPU Specification

4 Data Exploration

In this section, the bounding boxes are converted from YOLO to COCO format as shown
in Figure 7 The ‘convert yolo to coco‘ function is designed to switch bounding box co-
ordinates from YOLO style to COCO format. In YOLO, a bounding box is characterized
by its midpoint (x, y) and size (w, h). This function transforms these YOLO coordinates
into COCO format by considering the image width and height (set to 640x480). The
result is a bounding box specified by its minimum and maximum x and y values. This
conversion is handy for adapting bounding box information between different formats
when working on object detection tasks.

5 Mounting Google Drive with Google Colab

After data exploration, a small section of dataset is taken and uplaaded in Google Drive
so that to use that in Google colab and the directories are set as shown in Figure 7

6 Preparing data for training

The Trainer modules are set for setting up the training environment. The training para-
meters for this model are configured to ensure optimal performance and accuracy. Key
settings include the use of the Adam optimizer with specified weight decay, a cosine
learning rate schedule, and mixed precision training for improved efficiency. Exponential
Moving Average (EMA) is employed to stabilize training, and specific metrics, such as
mAP at different IoU thresholds, are monitored during validation. The loss function
utilized is PPYoloELoss, tailored for object detection tasks, with considerations for class
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Figure 3: Importing Libraries

count and regularization. The model is trained for a defined number of epochs, and the
training process includes warm-up epochs to gradually adjust the learning rate as shown
in figure 8. Overall, these configurations aim to facilitate effective training and evaluation
of the model for object detection tasks.

7 Model Training

This research required multiple iterations of training our model using different and epochs
as shown in figure 8, The model is trained for 4 set training epochs which 25,50,75 and
100. The training time for 25 epochs was half an hour and it took much time for running
100 epochs.
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Figure 4: Generating Annotation File

Figure 5: Generating Image Files
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Figure 6: Cutting Video into frames

Figure 7: Mounting Google Drive

Figure 8: Preparing data for training
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Figure 9: Model Training
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