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Configuration Manual

Amrit Laxmanasa Shidling
x21198951@student.ncirl.ie

1 Introduction

This configuration manual provides thorough information about hardware, and software
requirements to run the project ”A Machine Learning Framework for Predicting Crop
Production in Support of SDG13 Climate Action”. The documents also provide the step
by step instructions on how to execute the project code.

2 System Requirement

The following section lists the minimum requirements for hardware and software. The
local configuration of the development system is shown in 1.

2.1 Hardware Requirement

Figure 1: System Specification

• Processor: AMD Ryzen 5 5500U with Radeon Graphics 2.10 GHz or Intel

• Installed RAM: 8.00 GB

• System type: 64-bitoperating system, x64-based processor

• Storage: 500 GB HDD
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2.2 Software Requirement

• Microsoft Excel: The datasets are downloaded and stored as comma separated
value(csv) files.

• Tableau: Tableau 1 version 2023.1 is used for the extraction of data from pdf
files (as shown in Figure 2), especially the crop production information which is
downloaded from the USDA website.

Figure 2: Tableau for extracting crop data from PDF

• Jupyter Notebook: Anaconda3 2 Navigator which provides different software to
perform project execution. Jupyter Notebook is installed through Anaconda and
It is used as an IDE for the project implementation.

Figure 3: Jupyter notebook for project code

1https://www.tableau.com/
2https://www.anaconda.com/
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• Python: Python version 3.11.0 (as shown in Figure 4 is used throughout the project
including Exploratory Data Analysis(EDA), Data Preprocessing, Model Training
and Evaluation.

Figure 4: Python Version

3 Package Requirement

The Python packages were installed using pip in Jupyter Notebook. The packages re-
quired are listed below:

• Pandas: Datasmanipulation and analysis

• NumPy: Numericalsoperations and handling arrays

• Matplotlib: Visualisation Library

• Seaborn: Data visualization library based on Matplotlib.

• scikit-learn: Machine Learningstasks, including data splitting, preprocessing, model
evaluation, and ensemble methods.

• Tensorflow: Building and training deep learning models, particularly a Sequential
model.

The packages can be installed using the following commands:

! pip i n s t a l l numpy
! pip i n s t a l l pandas
! pip i n s t a l l matp lo t l i b
! pip i n s t a l l seaborn
! pip i n s t a l l s c i k i t −l e a rn
! pip i n s t a l l t en so r f l ow

4 Dataset Description

There are 3 different datasets are used in the project.

1. Soil Moisture and Drought Dataset: This dataset is obtained from obtained from
the NASAsLangley Research Center (LaRC) POWER Projectsfunded through the
NASAsEarth Science/Applied Science Program and published in Kaggle 3

3https://www.kaggle.com/datasets/cdminix/us-drought-meteorological-data
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Figure 5: Data Description of Soil Moisture and Drought Dataset

2. Crop Production Dataset: This dataset is obtained from the United States De-
partment of Agriculture website 4. The description of the dataset is as shown in
1

Table 1: Dataset Description

Column Description

state name State name
yield per acre 2019 Yield per acre in 2019
yield per acre 2020 Yield per acre in 2020
yield per acre 2021 Yield per acre in 2021
production 2019 Production in 2019
production 2020 Production in 2020
production 2021 Production in 2021

3. Fips code dataset: This dataset is obtained from the GitHub repository 5. The
description of this dataset is shown in 2.

Table 2: Country Fips code dataset

Column Description

fips FIPS code
county name County name
state abbr State abbreviation
state name State name
long name Long name

4https://www.usda.gov/
5https://github.com/kjhealy/fips- codes/blob/master/state and county fips master.csv
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5 Folder Structure

This section explains the local folder structure for executing the project. The project is
executed with 2 different .ipynb (Python Notebook) files. The first one with the name
”experiment Drought Prediction Classfication.ipynb” contains code for state-of-the-art
experiment execution. The second file named ”Prediction of crop production.ipynb”
contains the code for all other experiments.

Figure 6: Filenames and Folder Structure

All the files should be in the same folder as the code reads these datafiles from the
folder where code is present.

6 Downloading and Execution of code

As there is a restriction on the size of the artefact that can be uploaded (100MB), The
dataset and code artefacts are uploaded to one drive.

Here is a link to code and data: ClickForCodeData.
If the previous link doesn’t work due to an encoding issue, the short URL can be used:

ClickForCodeData. Clicking on this link will open the folder as shown in the Figure 7

Figure 7: Zipped Folder Containing Code and Data Files
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By clicking on the download as shown in Figure 7 the code and data will be down-
loaded. This is a zipped file, which needs to be unzipped.

To run the code the Jupyter Notebook should be started from either Anaconda or
from the command prompt by navigating the folder - opening the cmd prompt - running
command ”Python -m notebook”. It will open a new tab in the default browser as shown
in Figure 8.

Figure 8: Running the code

The next step is to open the file and run the code by using the option Kernal -¿
Restart and Run All as shown in Figure 9. It will run all the code. The code covers all
the sections from importing libraries to evaluating models. while running the code, some
of the files are generated for storing intermediate results.

Figure 9: Running the code

The modular code is written for each of the functionality including Exploratory Data
Analysis, Data Manipulation, Model Training and Evaluation. Each of the sections is
highlighted with the details. For each crop type, 4 models are trained and there are 5
types of crops, a total of 20 models and each model evaluation is provided in the code.

7 Running Code

The below sections give an overview of some of the sample codes from the project.

• Importing Libraries: All required libraries are imported as shown in Figure 10
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Figure 10: Importing Libraries

• Combining Dataset: The datasets are combined based on the state FIPs code and
Date as shown in Figure 11

Figure 11: Combining Dataset

• Exploratory Data Analysis: The EDA is conducted on the data using modular
function as shown in Figure 12
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Figure 12: Modular Code for EDA

• Correlation Analysis: The Correlation Analysis is conducted on the data as shown
in Figure 13
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Figure 13: Correlation Analysis

• Applying Model: Function is written to accept the data and name of the model to
be applied to perform training as shown in Figure 14

Figure 14: Model Training Method
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• Model Evaluation: Methods are written to perform evaluation on of the model
performance and plotting the visuals as shown in Figure 15

Figure 15: Model Evaluation

• Cross Validation: Methods are written to perform cross-validation on of the model
performance as shown in Figure 16
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Figure 16: Cross Validation Methods

• Calling Model Training Methods: To perform model training the modular method
apply model is called as shown in Figure 17

Figure 17: Calling Methods

11


	Introduction
	System Requirement
	Hardware Requirement
	Software Requirement

	Package Requirement
	Dataset Description
	Folder Structure
	Downloading and Execution of code
	Running Code

