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Configuration Manual

Pratik Umesh Shetty
x21227578

1 Introduction

The subsequent manual on configuration presents an elucidation of the prerequisites for
the execution of the system that was devised for the purpose of generating a xG Model for
Player Analysis through the utilization of ML models, namely Gradient Boosting Classi-
fier and Logistic Regression. Additionally, the manual will comprehensively explicate the
stipulated software and hardware requirements that were employed in the triumphant
execution of the undertaking.

2 System Configuration

Following are the hardware and software configuration which were used for the imple-
mentation of this Project.

The hardware configurations used for implementation are as follows shown in Table 1:

2.1 Hardware Requirement

System HP Pavilion Gaming Laptop 15-ec1xxx
Operating System Windows 11 (64 Bits) Home
RAM 8 GB
Hard Disk 1 TB

Graphics Card
NVIDIA geforce GTX 1600 Ti
(4 GB)

Processor AMD Ryzen 5 4600H with Radeon Graphics

Table 1: Hardware Configurations
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Figure 1: Hardware Configuration

2.2 Software Requirement

The software configurations used for implementation are as follows shown in Table 2:

Software Version Architecture
Python 3.8 64 Bits

Jupyter Notebook 6.4.12 64 Bits
Anaconda Navigator 2.3.1 64 Bits

Table 2: Software Versions
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(a) Anaconda Navigator

(b) Jupyter

Figure 2: Softwares Used
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2.3 Python Libraries Used

• pandas

• numpy

• matplotlib

• scipy

• sklearn

• seaborn

• datetime

• hyperopt

3 Project Implementation

3.1 Dataset Summary

There are three files as shown below, whole dataset is downloaded from kaggle.com

1. events.csv File:

• Event Types: Identifies eleven event types from textual commentary, revealing
diverse in-game occurrences.

• Player Information: Extracts details about the primary and secondary players
involved, crucial for player-centric analysis.

• Game Details: Scrutinizes game-level data, providing context for events, in-
cluding league, season, and timestamp.

2. ginf.csv File:

• Metadata: Investigates game-related information like teams, venue, and out-
come.

• Market Odds: Explores odds from oddsportal.com, offering a quantitative
measure of market expectations.

3. dictionary.txt File:

• Categorical Variables: Decodes integers into meaningful categories for en-
hanced dataset interpretability.

• Variable Descriptions: Comprehends textual descriptions to ensure accurate
interpretation in subsequent analyses.

3.2 Importing Libraries
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Figure 3: Importing Libraries

3.3 Dataset Loading and Pre-Processing

Figure 4: Load the Dataset

We enhance the comprehensiveness of our events dataset by incorporating valuable
data extracted from the ginf.csv file. This dataset augmentation includes significant
details such as the league and country associated with the events, thereby providing a
more holistic understanding of the sporting context. Additionally, we also acquire the
precise date on which these events occur, enabling a comprehensive chronology of the
recorded information.

Figure 5: Mergings the Dataset
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Figure 6: Eliminating all other events except ’Shot’

3.4 Exploratory Data Analysis

Figure 7: Performing EDA

In our analysis, we ascertain that the ratios of goals and no-goals exhibit a remarkable
consistency throughout the course of time. This observation leads us to the compelling
inference that, from a statistical perspective, there exists a consistent pattern wherein
approximately one out of nine to ten shots result in goals as shown in Figure 12, re-
gardless of the specific location or temporal context under scrutiny. It is noteworthy to
mention that this empirical relationship holds true irrespective of the various circum-
stances surrounding the occurrence of these shots, thereby reinforcing the robustness of
our findings.
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Figure 8: Performing EDA

Figure 9: Performing EDA

Figure 10: Performing EDA
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Figure 11: Performing EDA

Figure 12: Performing EDA
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4 xG Model

Figure 13: xG Model Preparation

4.1 Gradient Boosting Classifier

As there is no discernible variation observed when attempting various numerical inputs
for the parameter, it can be inferred that there is an absence of any indications that
would suggest the presence of overfitting as shown in Figure 14.
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Figure 14: xG Model using GBC

Figure 15: GBC Performance Metrics Code
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Figure 16: GBC Confusion Matrix
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4.2 Logistic Regression

Figure 17: LR Performance Metrics Code

Figure 18: LR Confusion Matrix

4.3 Discussion

Almost precisely identical outcomes as those obtained from employing the technique of
Gradient Boosting. In circumstances where this particular scenario arises, it is generally
advisable to prioritize the utilization of the more simplistic model, specifically in this
instance, the Logistic Regression method. Nevertheless, it should be noted that there
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exists a total of 39 objectives that were accurately recognized as such through the ap-
plication of Gradient Boosting, but regrettably, were not successfully captured by the
Logistic Regression approach. Although this disparity may not be extensively signific-
ant, I shall ultimately opt for employing the Gradient Boosting technique due to this
particular reason.

4.4 Player Analysis using xG Model

Figure 19: Player Analysis

Figure 20: Best Finisher
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Figure 21: Best Finisher

5 Future Work

Exploring advanced defensive metrics, such as the count of defenders and defensive pres-
sure, holds significant promise for enhancing predictive capabilities. The augmentation of
spatial granularity through the incorporation of precise shot coordinates has the poten-
tial to further elevate model accuracy. Additionally, delving into Deep Learning meth-
odologies, particularly utilizing structures like Convolutional Neural Networks (CNNs)
or Recurrent Neural Networks (RNNs), offers a valuable avenue for capturing intricate
spatial-temporal dependencies within the data, providing a more nuanced understanding
of defensive dynamics in sports analytics.
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