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1 Introduction

This manual tells the detailed description on setting up a system on the device. The steps
involve the setting of applications and packages required for the research project. The
instructions of the entire steps will help to configure and optimize the system to meet the

requirements of project. It involves the specifications of the system, software’s, libraries,
models that are used for the research project.

2 File Details

The Google Collab is used for data preparation and Jupyter notebook is used for evaluation
and pretrained models.

3 System Specification

This section tells the configuration of the system. It tells the technical specification of the
system. 8 GB of RAM would be appropriate to get the desired results. However, as my
dataset was large so I have taken Google Collab Pro subscription.

The Mac specification is given in Figure:1
MacBook Air

Hardware Overview:

Model Name: MacBook Air
Model Identifier: Mac14,2
Model Number: MLY13LL/A
Chip: Apple M2

Total Number of Cores: 8 (4 performance and 4 efficiency)

Memory: 8 GB

System Firmware Version: 8419.80.7

OS Loader Version: 8419.80.7

Serial Number (system): CRF77HFW7L

Hardware UUID: 6800117E-B9A4-5BB3-AC90-7D2F7265FA7B
Provisioning UDID: 00008112-000C588C1EA3401E

Activation Lock Status: Enabled

Figure 1: Mac Specification



Google Collab Specification is shown is Figure 2.

CPU Information:
['processor\t: @', 'vendor_id\t: GenuineIntel', 'cpu family\t: 6', 'model\t\t: 79', 'model name\t: Intel(R) Xeon(R) CPU @ 2.20GHz', 'stepping\t: @', 'microcode)

RAM Information:
['MemTotal: 13290480 kB', 'MemFree: 10443728 kB', 'MemAvailable: 12525596 kB', 'Buffers: 83432 kB', 'Cached: 2199576 kB', 'Swe|

GPU Information:
['/bin/bash: line 1: nvidia-smi: command not found']

Disk Space Information:
['Filesystem Size Used Avail Use% Mounted on', 'overlay 226G 276G 199G 12% /', 'tmpfs @ 64M 0% /dev', 'shm

Figure 2: Google Collab Specification

4 Software’s

The software used are:
Google Collab: Data Preparation and Refining
e Jupyter Notebook: For evaluation and pre trained models.

5 Download and Install

First, Python need to be installed. Jupyter Notebook comes in Anaconda Navigator.
Initial step is to write a python code in Jupyter file. Google Collab is required for GPU.
The anaconda image is given in Figure 3.
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Figure 3: Anaconda Navigator



6 Project Related

During this research many packages, libraries and pretrained models need to be installed to
get the results.

6.1 Importing Libraries

The library is imported from google drive. It becomes easier to download the large datasets.
This method improves user convenience while allowing access to large datasets for research
or study. The drive mounting is given in Figure 4.

. #Mount the google drive with google colab
from google.colab import drive
drive.mount('/content/drive')

Mounted at /content/drive

Figure 4: Mounting drive

Once the file is mounted the video datasets are read and can be utilized for further analysis.
6.2 Importing Files

There are some file references require to be declared to run the code. Many libraries such as
NumPy, pandas, matplotlib , seaborn for plotting graphs, deepface models for detecting the
facial emotions need to be initialized for running the code.

File libraries are in Figure 5 and Figure 6

import cv2

from deepface import DeepFace #Deep Face model us
import numpy as np

import argparse

import imutils

import sys

Figure 5



import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from matplotlib.backends.backend_agg import FigureCanvasAgg as FigureCanvas
import seaborn as sns

from tgdm.notebook import tqdm

from moviepy.editor import VideoFileClip, ImageSequenceClip

import torch
from facenet_pytorch import (MTCNN)

from transformers import (AutoFeatureExtractor,
AutoModelForImageClassification,
AutoConfig)

from PIL import Image, ImageDraw

Figure 6

Pytorch package is also required so need to install. It improves the system’s capabilities to
provide the tools and functionalities required for efficient deep learning and machine learning
activities. It is shown in Figure 7

] !pip install facenet-pytorch

Collecting facenet-pytorch

Downloading facenet_pytorch-2.5.3-py3-none-any.whl (1.9 MB)

1.9/1.9 MB 16.3 MB/s eta 0:00:00

Requirement already satisfied: numpy in /usr/local/lib/python3.10/dist-packages (from facenet-pytorch) (1.23.5)
Requirement already satisfie requests in /usr/local/lib/python3.10/dist-packages (from facenet-pytorch) (2.31.0)
Requirement already satisfied: torchvision in /usr/local/lib/python3.10/dist-packages (from facenet-pytorch) (0.16.0+cu118)
Requirement already satisfied: pillow in /usr/local/lib/python3.10/dist-packages (from facenet-pytorch) (9.4.0)
Requirement already satisfied: charset-normalizer<4,>=2 in /usr/local/lib/python3.10/dist-packages (from requests->facenet-p
Requirement already satisfied: idna<4,>=2.5 in /usr/local/lib/python3.10/dist-packages (from requests->facenet-pytorch) (3.6
Requirement already satisfied: urllib3<3,>=1.21.1 in /usr/local/lib/python3.10/dist-packages (from requests—>facenet-pytorch
Requirement already satisfied: certifi>=2017.4.17 in /usr/local/lib/python3.10/dist-packages (from requests->facenet-pytorch
Requirement already isfied: torch==2.1.0 in /usr/local/lib/python3.10/dist-packages (from torchvision->facenet-pytorch) (
Requirement already isfi filelock in /usr/local/lib/python3.10/dist-packages (from torch==2.1.0->torchvision->facenet-
Requirement already isfi typing-extensions in /usr/local/lib/python3.10/dist-packages (from torch==2.1.0->torchvision-
Requirement already isfi sympy in /usr/local/lib/python3.10/dist-packages (from torch==2.1.0->torchvision->facenet-pyt
Requirement already isfi networkx in /usr/local/lib/python3.10/dist-packages (from torch==2.1.0->torchvision->facenet-
Requirement already satisfied: jinja2 in /usr/local/lib/python3.10/dist-packages (from torch==2.1.0->torchvision->facenet-py
Requirement already satisfied: fsspec in /usr/local/lib/python3.10/dist-packages (from torch==2.1.0->torchvision->facenet-py
Requirement already satisfied: triton==2.1.0 in /usr/local/lib/python3.10/dist-packages (from torch==2.1.0->torchvision->fac
Requirement already satisfied: MarkupSafe>=2.@ in /usr/local/lib/python3.10/dist-packages (from jinja2->torch==2.1.0->torchv
Requirement already satisfied: mpmath>=0.19 in /usr/local/lib/python3.10/dist-packages (from sympy->torch==2.1.0->torchvisio
Installing collected packages: facenet-pytorch
Successfully installed facenet-pytorch-2.5.3

Figure 7: PyTorch Package
6.3 Processing and Modelling

Data processing and Modelling takes place in Google Collab. Data cleaning, addressing
missing values, encoding categorical variables, scaling numerical features, and dividing the
dataset into training and testing sets are all included in this step. The data processing is taking
place in Figure 8.



for class_name in class_names:
class_path = os.path.join(folder_path, class_name)
if os.path.isdir(class_path):
for filename in os.listdir(class_path):
img_path = os.path.join(class_path, filename)
img = cv2.imread(img_path)
if img is not None:

\CSHINZ (Ne 1mage d COnsl e &

img = cv2.resize(img, (224,

224))
rmalizin ixel alues

img = img / 255.0
images.append(img)
labels.append(class_name)

return np.array(images), np.array(labels)

dataset_path = '/content/drive/MyDrive/output_faces'

# Load images from the dataset lder
images, labels = load_images_from_folder(dataset_path)

t Print the shape o the loaded dataset
print("Images shape:", images.shape)
print("“Labels shape:", labels.shape)

Images shape: (4424, 224, 224, 3)
Labels shape: (4424,)

Figure 8: Pre-processing Dataset

Modelling : The selected model is trained using the training dataset, and its parameters are

adjusted to identify patterns and relationships in the data. The model is tested on a different
testing dataset after training to determine how well it applies. The dataset is split into train
and test dataset in Figure 9

train_ds = tf.keras.utils.image_dataset_from_directory(
dataset_path,
validation_split=0.2,
subset="training",
seed=123,
image_size=(img_height, img_width),
batch_size=batch_size)

Found 4424 files belonging to 12 classes.
Using 3540 files for training.

val_ds = tf.keras.utils.image_dataset_from_directory(
dataset_path,
validation_split=0.2,
subset="validation",
seed=123,
image_size=(img_height, img_width),
batch_size=batch_size)

Found 4424 files belonging to 12 classes.
Using 884 files for validation.

Figure 9: Modelling of dataset



There are some pretrained model used in the program for which few files need to be installed
before running the code.

3 action_recognition_kinetics.ixt
D haarcascade_frontalface_ default.xml

| [ resnet-34_kinetics.onnx
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