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1 Introduction 

This document discusses the system requirements; hardware and software required for the 

implementation of the project. It also showcases the steps performed in the successful 
implementation of the research project,” Disaster Tweets Ensemble: Ensemble for Disaster 

Tweets Classification”. 

 

2 System Configuration 

The minimum system requirements for running the discussed project are specified as follows: 
 

2.1 Hardware Requirement 
 

 Processor: i5 or equivalent 

 RAM: Minimum 8GB 

 Storage: Minimum 5GB 
 

2.2 Software Requirement 
 

 Jupyter Notebook: Open source for interactive documents with code, widely used in 

data analysis and machine learning. 

 Google Colab: cloud-based Python platform for collaborative machine learning tasks, 

eliminating the need for extensive local resources. 

3 Environment Setup 

In this step, we will install the necessary libraries using ‘pip install’ and import the necessary 

modules in Python for the successful execution of our project. In our project, we worked on 
three datasets Queensland, Nepal and Crisis and implemented four models Logistic 

Regression, Naïve Bayes, XGBoost and LSTM with three techniques CountVectorizer, 

Word2Vec and TF-IDF on all these datasets to check the best accuracy of these models on 
the dataset so that we can use the embedded approach to combine the models and enhance the 

accuracy. We are going ahead with the Queensland Dataset, considering the common steps in 
all three datasets (Queensland, Nepal and Crisis). 
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Fig 1. Installation of libraries and modules 

 

4 Exploratory Data Analysis 

4.1 Data Loading 
 

In this step, we will be using the Pandas library to read the CSV (Comma-separated values). 

As we execute this command the data from queensland.csv can be accessed, analyzed and 
manipulated using the variable queensland. The same method we will be following for 

loading the CSV files of Nepal and Crisis in the variable Nepal and crisis for loading and 
working with respective datasets. 

 

 

4.2 Data Understanding 

Fig 2. Data Loading 

 

This step will used to view the first 5 rows of the dataset, this command is particularly used 

for getting the column names and the type of data stored in these columns. We are using the 
same command on the other datasets. 

 
Fig 3. Data Understanding 
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4.3 Finding Missing and Duplicate values 

 
In this step, we will be analysing the data for the missing values so that we have properly 

balanced data for further computations. We are using the msno.bar(queensland)to visualise 

the missing values in the queensland dataset and then we will check for duplicate values and 

delete them. 
 

 

Fig 4. Visualization of missing values 
 

Fig 5. Checking and deleting the duplicate values 

 

 

4.4 Data Subsetting 

 
Data subsetting is the process of choosing the specific data from the dataset. In the 

queensland dataset, we are choosing columns ‘text’ and ‘label’ for further analysis. We are 
dealing with the labelled data having tweets and the information whether they are relevant or 

not relevant to the disaster. 



4  

 
 

 

Fig 6. Data Subsetting on Queensland Dataset 

 

5 Natural language Understanding (NLU) 

The following steps are performed on the datasets to do the case standardization, removal of 

punctuation and other unnecessary values, additional text analysis to find the composition of 

stop words and then removal of stopwords and finally lemmatization (reducing the word to 

base form) and stemming (trimming word to root form). These are the vital steps to prepare 

the data and to make it uniform and understandable for processing and analysis. 

Fig 7. Case Standardization on Queensland Dataset 

 

Fig 8. Removal of Punctuation and other values from Queensland Dataset 
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Fig 9. Additional text analysis performed on the Queensland Dataset 

 

Fig 10. Visualization of Stpwords on the Queensland Dataset 

 

Fig 11. Removal of Stopwords from the Queensland Dataset 
 

Fig 12. Lemmatization and stemming performed on the Queensland Dataset 
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6 Data Preparation 

The process of organizing and structuring the data suitable for feeding to the machine 

learning model. The train-test split is useful to evaluate the model performance as the model 
was trained on the training set of data and then evaluated on the test set of data to understand 

how well the model behaves to new and unseen data. On the other hand data representation 
converts the data into the format that the machine learning algorithm can learn from. 

 
 

Fig 13. Train-Test split of the Queensland Dataset 

 
 

Fig 14. Representation of the Queensland Dataset 

 

7 Implemented Dataset Models 

The following machine learning models (Logistic Regression, XGBoost, Naïve Bayes and 
LSTM) with vectors (CountVectorizer, Word2Vec and TF-IDF) were implemented on all 

three datasets (Nepal, Crisis and Queensland) to find out the best accuracy so that the same 

can be used in developing the ensemble for the project which can perform better. The 
following is the implementation code for the Queensland dataset models. Further, we will be 

comparing the accuracy and ROC-AUC Score of all the models on all the datasets. 

 
Fig 15. Logistic Regression with CountVectorizer on Queensland Dataset 
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Fig 16. Logistic Regression with TF-IDF on Queensland Dataset 

 

 

Fig 17. Logistic Regression with Word2Vec on Queensland Dataset 
 

 

Fig 18. Naïve Bayes with CountVectorizer on Queensland Dataset 
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Fig 19. Naïve Bayes with TF-IDF on Queensland Dataset 

 

Fig 20. Naïve Bayes with Word2Vec on Queensland Dataset 

 
 

Fig 21. XGBoost with CountVectorizer on Queensland Dataset 
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Comparison on Queensland dataset 

 
 

Fig 22. XGBoost with TF-IDF on Queensland Dataset 
 

Fig 23. XGBoost with Word2Vec on Queensland Dataset 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
Fig 24. LSTM with Word2Vec on Queensland Dataset 
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Fig 25. LSTM with TF-IDF on Queensland Dataset 

 

Fig 26. LSTM with CountVectorizer on Queensland Dataset 
 

Fig 27. Comparison of Accuracies of all models on the Queensland Dataset 
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Comparison on the Nepal dataset 

 

Fig 28. Graphical representation of the accuracy of all models on the Queensland Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 29. AUC-ROC comparison of all models on the Queensland Dataset 

 

Fig 30. Graphical representation of the AUC-ROC of all models on the Queensland Dataset 
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Fig 31. Comparison of Accuracy of all models on the Nepal Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 32. Graphical representation of the accuracy of all models on the Nepal Dataset 

 

Fig 33. Comparison of AUC-ROC of all models on the Nepal Dataset 
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Fig 34. Graphical representation of AUC-ROC of all models on the Nepal Dataset 

 
 

 

Fig 35. Comparison of Accuracy of all models on the Crisis Dataset 
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Fig 36. Comparison of AUC-ROC of all models on the Crisis Dataset 

 
 

 

Fig 37. Embedded model with accuracy on Queensland Dataset 

 

Fig 38. Embedded model with accuracy on Nepal Dataset 
 

Fig 39. Embedded model with accuracy on Crisis Dataset 


