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Configuration Manual 
 

Proshunjeet Sengupta 

Student ID: 22131183 
 
 

 

1 Introduction 
 

This Configuration Manual lists together all prerequisites needed to duplicate the studies and 
its effects on a specific setting. A glimpse of the source for Data analysis and after that 
images are augmented and prediction algorithms are built for detection of class.  

The report is organized as follows, with details relating environment configuration provided 
in Section 2. Information about data gathering is detailed in Section 3. Exploratory Data 
Analysis is done in Section 4. Image Augmentation and Class Balancing is included in 
Section 5. In section 6, the Image Augmentation of balanced images is described. Details 
about models that were created and tested are provided in Section 7. How the results are 
calculated and shown is described in Section 8.  

 

2 System Requirements 
 

The specific needs for hardware as well as software to put the research into use are detailed in 
this section. 
 

2.1 Hardware Requirements 

 

The necessary hardware specs are shown in Figure 1 below.  
 
Device name LAPTOP-321A56J6 
Processor Intel(R) Core(TM) i5-1035G1 CPU @ 1.00GHz   1.19 GHz 
Installed          RAM 8.00 GB (7.78 GB usable) 
System type 64-bit operating system, x64-based processor 
 

 
  
 

Figure 1: Hardware Requirements 
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2.2 Software Requirements 
 

• Anaconda 3 (Version 4.8.0) 

• Jupyter Notebook (Version 6.0.3) 

• Python (Version 3.7.6) 
 

2.3 Code Execution 

 

The code can be run in jupyter notebook. The jupyter notebook comes with 

Anaconda 3, run the jupyter notebook from startup.  This will open jupyter 

notebook in web browser. The web browser will show the folder structure of the 

system, move to the folder where the code file is located. Open the code file from 

the folder and to run the code, go to Kernel menu and Run all cells. 
 

3    Data Collection 
 

The dataset is taken from Kaggle public repository from the link Alzheimer MRI 

Preprocessed Dataset (kaggle.com). The Dataset is consisting of Preprocessed MRI 

(Magnetic Resonance Imaging) Images resized into 128 x 128 pixels. The images 

belong four classes of images. 

 

Class - 1: Mild Demented (896 images) 

Class - 2: Moderate Demented (64 images) 

Class - 3: Non-Demented (3200 images) 

Class - 4: Very Mild Demented (2240 images) 

 

 

4 Exploratory Data Analysis 

 
Figure 2 includes a list of every Python library necessary to complete the project. 

 
 

Figure 2: Necessary Python libraries 

 

 

https://www.kaggle.com/datasets/sachinkumar413/alzheimer-mri-dataset
https://www.kaggle.com/datasets/sachinkumar413/alzheimer-mri-dataset
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The Figure 3 represents the block of code to set the path for data folder and read the count of 
images in each class. 
 

    
Figure 3: Data Path and Count  

 

As seen in Figure 4, illustrate the code to generate bar plot of the value counts. 
 

 
Figure 4: Data Classes and count 
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In figure 5, the code to generate list of images for each class. 
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Figure 5: Images in each class 

5 Image Augmentation and Class Balancing 
 

The Figure 6, illustrates the read the image and show image shape and plot image. 

 

  
Figure 6: Read Image 
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The Figure 7, illustrate the read the image and generate histogram of the image. 

 

 
Figure 7: Histogram of image 

 

 
The Figure 8 and Figure 9 illustrates the read the image in grayscale and generate histogram 
of the image. 
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Figure 8: Read Image in gray scale and generate histogram 
 

 
Figure 9: Histogram of Image 

 
 
Figure 10, illustrates the read the image in RGB and generate histogram of the image. 
 

 
Figure 10: Histogram of RGB Image 
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       Figure 11: Read GrayScale Image 

 

The Figure 12 and 13, illustrate the code to generate adaptive thresholds of the images and 

display the contours.  
 

  
Figure 12: Adaptive threshold  
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Figure 13: Adaptive threshold and contouring 

 
 
The Figure 14, illustrates the code to get the maximum number of class count and set 
path for new oversampled folder. 
 

 
Figure 14: Count for maximum to oversample 
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The Figure 15, illustrate the code to generate ImageDataGenerator to create images using a 

same class image till the count reaches the maximum number. 

 

 
Figure 15: Image Data generator for mild Demented 

 

The Figure 16 and 17 illustrates the code to get the maximum number of class count and set 

path for new oversampled folder for all the classes. 

 

 
Figure 16: Image Data generator for moderate Demented 

 

 
Figure 17: Image Data generator for very mild Demented 
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The Figure 18 illustrates the code to get the class count and generate graph for it. 

 

 
Figure 18: Oversampled images 

 

The Figure 19-20 illustrates the code to list the train and test folder and generate list of 
images for each class. 
 

 
Figure 19: Images in each class 
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Figure 20: Images in each class 

 
The Figure 21 illustrates the code for function definition to classify the images into 
the defined folder category and generating train and test data. 

 

 
Figure 21: Images in each class 

 
The Figure 22 illustrates the code to execute the function for each class. 
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Figure 22: Images in each class 
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6 Image Augmentation 
 
The Figure 23, illustrate the code to use ImageDataGenerator to generate augmented 
images for the deep learning models. 

 

 

 
Figure 23: Image Data Generator 

 

Figures 24 shows the code to create training data with rescaling the images.  
 

 
Figure 24: Image Data Generator 
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Figures 25 shows the code to create testing data with rescaling the images. 
 
 

 
Figure 25: Image Data Generator 
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7  Deep Learning Models 
 

 

7.1 InceptionNet 
 

 
 

 

Figure 26: Implementation of InceptionNet 
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7.2 CNN  
 

 

 
Figure 27: Implementation of CNN 

 

 

7.3 Attention CNN  
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Figure 28: Implementation of Attention CNN 

 

 

 

7.4 VGG19  
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Figure 29: Implementation of VGG19 
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Figure 30: Implementation of VGG19 
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7.5 DenseNet 121  
 

 
 

Figure 22: Implementation of DenseNet 
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8 Model result 
 

This section explains the performance of the models. 
 

8.1 Model Scores 
 
 

 
Figure 23: Model Performance  

 

 

  
Figure 24: Model Performance  
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