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1 Introduction 
 

This configuration manual consists of all the details of al the required parts for the project 

which includes hardware requirements, software requirements, design details, 

implementation of the project, environmental setup 

 

2 System configuration 
 

2.1 hardware configuration 

 

The research was carried out the local machine below are the given hardware specification  

Processor- 11th Gen Intel(R) Core(TM) i7-118G7 @3.00GHz  

System type- 64-bit operating system, x64-based processor 

 

 
 

2.2 Software Configuration 

The research was carried out on windows 11 Home version 22H2 
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3 Environment Setup 
 

The environment used to carried this research was Kaggle IDE since I need to run my code 

on GPU and Kaggle provides free 30hrs of GPU unit on your account when phone number is 

verified (code was taking too long while running on collab while running on cpu and gpu of 

the collab is only available on paid versions ) 

 

IDE Kaggle 

Programming Language  Python 

Device  GPU 

Other Tools Microsoft Excel and word 

 

 

1. Go to Kaggle create notebook  

 
2. Click on add data which is available on the right most side of the window and click on 

the + button there and search of the dataset 
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3. Once your dataset is visible click on the the button which is available on the right side  

+ to add the dataset to work on 
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4 Project Implementation 
 

4.1 Python libraries  

 While carrying out the research I have used multiple python libraries. 

Numpy, pandas, matplotlib, pickle, Pytorch, sklearn 

 
 

4.2 data preprocessing and understanding 

 In this section we will perform the data preprocessing where will be transforming the data 

using various augmentation that are flips, rotate , they will be resized, and normalized.  
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After this we willl retrive all the classes of the images which are there in the dataset and size 

of the dataset too. 

 

 
 

 

 

 
After that we will be generating the images present on which we need to apply the models  

 

4.3 model implementation and Evaluation 

 

we will be implementing 3 models restNet, efficientNet, and alexnet to achive the best 

accuracy out of the three models 

 we will save the models in the best_model for restNet model 

best_model_eff for the effieinet model 

best_model_alex for the alexnet model 

we ran the model on the 3 learning rates 0.1,0.01 and 0.001 with batch size 32 and 3 different 

step sizes 5,7,10  
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RestNet model  

a. chekcing for the best model 

 

 
b. chekcing the accuracy of the model 

 

 
c. checking the precison, recall and accuracy of the model 

 
d. Saving the new dataframe in the result_df csv file  
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e. The below graphs shows the train/ validation accuracy with learning rate and step size  

 
 

f. The below graph shows the validation loss vs learning rate on different step sizes  
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AlexNet model  

a. chekcing for the best model 

 
 

b. chekcing the accuracy of the model 

 
c. checking the precison, recall and accuracy of the model 

 
 

d. Saving the new dataframe in the result_df csv file  
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e. The below graphs shows the train/ validation accuracy with learning rate and step size  

 

  
 

 

f. The below graph shows the validation loss vs learning rate on different step sizes  
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EfficientNet model  

a. chekcing for the best model 

 
 

 

b. chekcing the accuracy of the model 

 

 
 

c. checking the precison, recall and accuracy of the model 

 
 

d. Saving the new dataframe in the result_df csv file  
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e. The below graphs shows the train/ validation accuracy with learning rate and step size  

 

  
 

f. The below graph shows the validation loss vs learning rate on different step sizes 
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4.4 Result  

The final result of all the models are shown below we can see that the efficidnet models 

performs the best out of all the three model with highest accuracy.  

Results of all the models 

 

model  accuracy precision f1score recall 

ResNet 88.59% 89.10% 88.47% 88.60% 

AlexNet 85.55% 86.50% 85.24% 85.56% 

EfficientNet 97.35% 97.40% 97.35% 97.35% 
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