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1 Introduction 
 

This Configuration Manual lists together all prerequisites needed to duplicate the studies and 
its effects on a specific setting. A glimpse of the source for Exploratory Data analysis for is 
done followed by sentiment analysis, data preprocessing and cleaning and vectorization after 

that all the algorithms are created, and Evaluations is also supplied. After that 
recommendatory system is build and put together with the necessary hardware components as 
well as Software applications. The report is organized as follows, with details relating 
environment configuration provided in Section 2.  
Information about data collection is detailed in Section 3. Exploratory Data Analysis is done 
in Section 4. Sentiment Analysis is included in Section 5. In section 6, the Data Clenaing is 
described. Section 7 provides details of Tokenisation. Details well about models that were 
created and tested are provided in Section 8. How the results are calculated and shown is 
described in Section 9.  

 

2 System Requirements 
 

The specific needs for hardware as well as software to put the research into use are detailed in 
this section. 
 

2.1 Hardware Requirements 

 

The necessary hardware specs are shown in Figure 1 below. MacOs M1 Chip, macOS 10.15.x 
(Catalilna) operating system, 8GB RAM, 256GB Storage, 24’’ Display.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 

Figure 1: Hardware Requirements 
 

2.2 Software Requirements 
 

• Anaconda 3 (Version 4.8.0) 

• Jupyter Notebook (Version 6.0.3) 

• Python (Version 3.7.6) 
 

2.3 Code Execution 

 

 The code can be run in jupyter notebook. The jupyter notebook comes with 

Anaconda 3, run the jupyter notebook from startup.  This will open jupyter 

notebook in web browser. The web browser will show the folder structure of the 

system, move to the folder where the code file is located. Open the code file from 

the folder and to run the code, go to Kernel menu and Run all cells. 
 

3 Data Gathering 
 

The dataset is collected from https://github.com/l3cube-pune/code-mixed-

nlp/tree/main. L3Cube-HingCorpus is the first large-scale real Hindi-English code 

mixed data in a Roman. It consists of 52.93M sentences and 1.04B tokens, scraped 

from Twitter. We also present HingBERT, HingMBERT, HingRoBERTa, and 

HingGPT. The BERT models have been pre-trained on codemixed HingCorpus. 

 

  



 

 

4 Exploratory Data Analysis 
 

 

Figure 2 includes a list of every Python library necessary to complete the project. 
 

 

Figure 2: Necessary Python libraries 

 

The Figure 3 represents the block of code to import data as text file nd enerate a list of 

sentence from the file. 

 
Figure 3: Data import 

 



 

 

The Figure 4 represents the block of code to convert list of sentences to data frame and 

printing data information and top 5 rows. 

 
 

Figure 4: Data Information 

 

In figure 5, the code to check total number of records and drop in case of missing data. 
 

 
 

Figure 5: Missing Data  
 

 



 

 

The Figure 6, checking train data. 
 

 
Figure 6: Train data 

 

Figure 7 includes checking test data. 
 



 

 

Figure 7: Test data 

 

The Figure 8 code segment to validation data. 

 

 
Figure 8: Validation data 

 

 

As seen in Figure 9, the list of all hindi words and generate wordcloud of them. 



 

 

 

 
Figure 9: Hindi Wordcloud 

 

As seen in Figure 10, the list of all english words and generate wordcloud of them. 

 



 

 

 
Figure 10: English Wordcloud 

 

 

 

 



 

 

5 Sentiment Analysis 
 

 

The Figure 11, illustrate the sentiment analysis of sentence illustrate the code and to 
analyze value for positive or negative class based on final sentiment. 
 

 
Figure 11: Sentiment Analysis 

 
 
 
 
 
 
 

  



 

 

6 Data Cleaning 
 
 
The Figure 12, illustrate the code to balance the data by applying undersampling. 
 
 

 
Figure 12: Class Balancing 

 
The Figure 13, illustrate the function to clear punctuations and contractions of the 
words in the sentence. 
 

  

Figure 13: Clean punctuations and contractions 

 

The Figure 14, illustrate the stopwords. 



 

 

  
Figure 14: Stopwords 

 
The Figure 15, illustrate basic variable initialized for text cleaning. 

  
Figure 15: Variables 

 
 
 



 

 

The Figure 16, illustrate the cleaning process checking each word in the sentence. 
 

 
Figure 16: Cleaning Process 

 
The Figure 17, illustrate the code to print clean sentence. 

 
Figure 17: Clean sentence 

 

The Figure 18, illustrate wordcloud for positive words. 



 

 

  
 

Figure 18: Wordcloud for Positive words 

 

The Figure 19, illustrate wordcloud for negative words. 

 



 

 

 
Figure 19: Wordcloud for Negative words 

 

The Figure 20, the code to split data into training and test set. 
 

 
Figure 20: Train test Split 

  



 

 

7 Tokenisation 
 

 

The Figure 21, illustrate the code for Bert Tokenizer. 
 

 
Figure 21: Bert Tokenizer 

 
The Figure 22, illustrate the code for TF-IDF Vectorizer 

.  
 

 
Figure 22: TfidfVectorizer 

 

The Figure 23, illustrate the code for MURIL Tokenizer. 

 



 

 

 
Figure 23: MURIL Tokenizer 

 

  



 

 

8 Machine Learning Models 
 

 

8.1 LSTM Bert 
 

 
  

Figure 24: Implementation of LSTM Bert 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

8.2 CNN Bert 

  
 

 
 

Figure 25: Implementation of CNN Bert 

 

 

 

 

 

 

 

 

 



 

 

8.3 LSTM TFIDF 

  

 
Figure 26: Implementation of LSTM TF-IDF 

 

 

8.4 CNN TFIDF 

 

 
Figure 27: Implementation of CNN TFIDF 

 

 

 



 

 

8.5 LSTM Muril  
 

 
 

Figure 28: Implementation of LSTM Muril 

 

 

8.6 CNN Muril 

  

 
Figure 29: Implementation of CNN Muri 
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