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1 Introduction

The configuration manual serves as a guide for setting up and configuring the project
environment for the proper execution of the research project. It provides information
on hardware and software requirements and other system configurations. The purpose
of this manual is to give step-by-step instructions on the necessary procedures ensuring
easy replication of the experiment and also if interested, extend the project for their own
research or applications.

2 System Requirements

2.1 Hardware Specifications

Figure 1 shows the hardware specifications

Figure 1: Hardware Specifications

Graphics:

• NVIDIA GeForce MX550

• Intel(R) UHD Graphics

2.2 Software Requirements

The project was executed using Python on Google Colab Pro+.
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2.3 Software Dependencies

• Python (Programming Language) : Python 3.10.12

• TensorFlow (Deep Learning Library) : TensorFlow 2.12.0

• Keras (Neural Networks API) : Keras 2.12.0

• Matplotlib (Data Visualization Library) : 3.7.1

• Scikit-learn (Machine Learning Library): 1.2.2

3 Setting Up the Environment

Google Colab Environment:

• Mount Google Drive: To access the dataset which is uploaded in the Google Drive
and also save the model checkpoints, we mount Google Drive using the following
code snippet in Figure 2

Figure 2: Code to Mount Google Drive

4 Dataset and Preprocessing

4.1 Dataset Acquisition

The LOL dataset is used consists of 500 low-light and normal-light image pairs and is
separated into 485 training pairs and 15 testing pairs. The dataset used is public and
available in Kaggle repository.
Link: https://www.kaggle.com/datasets/soumikrakshit/lol-dataset/

4.2 Dataset Preprocessing

Figure 3, the preprocessing code defines a function to load and preprocess images for a
given folder in the dataset. The images are resized to (400, 600) pixels, and their pixel
values are normalized to the range [0, 1]. The preprocessing is done separately for training
and evaluation sets.
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Figure 3: Dataset Preprocessing

5 Model Architecture

This research has four CNN models and one GAN model, which uses the CNN model as
it’s generator to produce an enhanced image. Each CNN model along the GAN model
was executed in 4 separate files because of limited GPU memory during the computation.
So other than CNN models, preprocessing, hyperparameter tuning and training code are
the same.

5.1 Model 1: Basic CNN Model

Figure 4: Basic CNN Model
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5.2 Model 2: Feature-map Based CNN with Skip Connections

Figure 5: Feature-map Based CNN with Skip Connections

5.3 Model 3: Feed-Forward Denoising CNN

Figure 6: Feed-Forward Denoising CNN
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5.4 Model 4: Feed-Forward Denoising CNN with Filtering Stages

Figure 7: Feed-Forward Denoising CNN with Filtering Stages

5.5 Hyperparameter Tuning

Figure 8: Hyperparameter Tuning Function

5.6 GAN Model

Figure 9: GAN Model
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Figure 10: Evaluation Function

6 Training

All the models have similar training functions as in Figure 11

Figure 11: Training Function

7 Evaluation

The results are interpreted by analyzing the metrics provided, like Mean Squared Error
(MSE), Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM).

Figure 12: Evaluation Function

8 Visualization

Figure 13 shows the final enhanced image of the integrated model
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Figure 13: Output images of the CNN-GAN Model
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