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1 Introduction 
 

This configuration manual contains the following information such as the system 

requirements, the hardware configuration, and the procedure of step-by-step implementation 

instructions of the research approach Clustering Models based on RFM analysis. Starting 

with setting up the execution environment for putting the research into practice, this 

handbook will be helpful in developing a reasonable understanding of the prerequisites. 

 

2 Specifications 
 

This section discusses the software specifications and the hardware configuration used for the 

research. 

2.1 Hardware Configuration 
 

 
 

 
Figure 1: Hardware Configuration 
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2.2 Software Specifications 
 

This section discusses the software specifications that are used in this research project. 

 

Programming Language Python 3.5 version 

Application Anaconda Navigator 2.4.0 

Integrated Development Environment Jupyter Notebook 

Web Browsers Microsoft Edge 

 

Table 1: Software Specifications 

 

3 Environment Setup 
 

The first step is to activate the Anaconda Navigator application. This app provides an 

interface with the software of Juptyper Notebook to fulfil research needs. The code 

implementation has done in Jupyter Notebook by using the recent version of Python 

programming language. 

3.1 Launching Jupyter Notebook Application 

 

 
Figure 2: Anaconda Navigator Interface 

 

 
Figure 3: Jupyter Notebook Page 



3 
 

 

Before the execution of the code in Jupyter Notebook, the python code file and dataset to be 

loaded or placed in same folder in the local system. 

 

 
Figure 4: Dataset in Local System Folder 

3.2 Installing Python Packages 
 

Finding out all the important libraries or importing packages pandas, numpy, seaborn, 

matplotlib and installing them is the essential process of starting the code implementation. In 

the Jupyter Notebook, these libraries can be installed using the pip command. 

 

 
Figure 5: Installing Python Necessary Library 

 

3.3 Importing and Pre-Processing of Dataset 
 

The Python pandas module was used to load the online retail transactional dataset as a 

dataFrame. The dataset was in excel format and it has 8 cloumns in which 5 are categorical 

and 3 of them are numerical variables. 

 

 
Figure 6: Importing Online Retail Dataset 

 

This section will provide an explanation of the implementation of the data collecting, pre-

processing, and feature construction processes carried out on the dataset also it involves 

procedures like removing outliers and handling missing numbers. This procedure transforms 

data into a format suitable for modelling. 
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Figure 7: Dataset Attributes 

 

 
Figure 8: Data Pre-Processing Steps 

 

 
 

Figure 9: Features Extraction Process 

 

 
 

Figure 11: Handling Outliers – Interquartile Range Method 
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4  Data Representation 

4.1 Exploratory Data Analysis 

 

 
Figure 10: Country Wise Percentage of Orders 

 

 
Figure 11: Distribution of Variables 

 

 

 
Figure 12: Analysis of Customers Total Purchases 
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Figure 13: Word Cloud Analysis on Sold Products 

4.2 Time Series Analysis 

 

 
 

Figure 14: High Sales Proportion on Monthly Analysis 

 

 

 

 
Figure 15: Weekly and Daily Transaction Analysis 

 

 
 

Figure 16: RFM Outlier Distribution 

 

 

 
 

Figure 17: Visualization of RFM Features 
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5 Project Implementation 
 

This section focuses on the implementation details that explores three different clustering 

models and their performance evaluation metrics. 

 

 
 

Figure 18: Importing Python Libraries for Modelling and Metrics Evaluation 

5.1  Model 1 – Agglomerative Clustering 

  

 

 
 

Figure 19: Elbow Method and Dendrogram Method 

 

 
 

Figure 20: Agglomertive Clustering 
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Figure 21: Plotting the Dimension of Clusters 

5.2  Model 2 – K-Means Algorithm 

 

 
Figure 22: Elbow Method Analysis 

 

 
 

Figure 23: Parameter Tuning - Silhouette Analysis  
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Figure 24 : Distribution of K-Means Clustering 

5.3  Model 3 – Mean-Shift Algorithm 

 

 
Figure 24 : Mean-Shift Clustering Modelling 

 

 
Figure 25 : Distribution of Mean-shift Clustering 

 

 

 
Figure 26 : Visualization of Cluster Distribution 
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5.4  Model Evaluations 
 

This section of research evaluates the implemented clustering models by comprehensive 

analysis of the performance evaluation metrics. 
 

 

 

 
 

Figure 27:  Clustering Performance Evaluation 

 

 

 

 

 

 

 

 
 


