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1 Introduction 

This document provides a guide on how to reproduce the findings mentioned in the project 

report. It outlines the tools for conducting experiments. This manual provides a detailed 

explanation of the steps involved in executing the code. 

 

2 Environment Setup 

2.1 Google Collab 
 

The research involves the modelling of four specific neural networks to examine their model 

performance based on unbalanced and balanced dataset for identification of rotten and fresh 

fruits. The Python programming language has been utilized to achieve the model construction. 

To run the code, we utilized the Google Collab integrated development environment (IDE). 

We have uploaded the finalized code in the form of. ipynb notebooks. To import these Python 

notebooks into Google Collab you can follow these steps. 

1. Go to the URL of the Google Collab and sign in with the Google account of your choice. 

2. Go to File-> Open notebook and click on Upload as shown in Figure 1 and upload the. 

ipynb file of choice. 

 

 
Figure 1: Google Collab window uploading .pynb files from local system 
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3.  The. ipynb file of selection will be opened in Google Collab. Next click on the Connect 

button in the top right corner of the notebook. This will connect to a runtime in the 

cloud. 

4. Please note that Runtime-shape will possess the value High-RAM and GPU mode only 

after upgrading to Collab Pro. 

5. So, we have upgraded our Google Colab account to Colab Pro and used Hardware 

accelerator as V100 GPU as shown in the below figure 2. 

 

 
 

Figure 2: Runtime Selection in Jupyter Notebook using Colab Pro 

 

6. Code Execution of each cell in the Notebook will be executed using V100 GPU by 

clicking on the Run cell button just to the left of each cell. 

 

 

2.2 Google Drive 

 
To utilize Google Collab, a cloud-based platform, for executing programs it is necessary to 

store the dataset in a cloud storage environment that is our Google Drive. We need to follow 

these steps to save the dataset in our google drive account. 

 

1. Go to the URL2 of the Google Drive Homepage. 

2. Sign in with the same Google account through which Google Collab was accessed. 

3. Once logged in, click on MyDrive and select Colab notebooks. 

4. Upload the Dataset folders. Our original archived dataset needs to be uploaded. To 

access these folders that are now part of your drive, the code block has been shown in 

Figure 3 is to be executed in Google Collaboratory. This process is called the drive 

https://www.google.com/drive/
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mount, and it is mandatory for data access from the drive. 

 

 
Figure 3: Mounting the google drive for accessing the Dataset. 

 

3 Data Preparation 

The dataset to be used for the modelling process is to be downloaded from the URL3 through 

the Download ZIP option in Kaggle. The dataset will contain two folders namely Train and 

Test. The data is moved into google drive and for oversampled images we create a copy of the 

original data folder and rename it Oversampled.   

 

4 Code Execution Steps 

The codebase consists of three distinct folders for actual data, the under sampled data and for 

the over sampled data. pertaining to rotten and fresh fruits. Each of these folders will contain 

image files used to build the 4 neural network algorithms for each type. All the implementation 

code is on one file and that contains the following steps, Exploratory Data Analysis, Image 

Augmentation, Class Balancing, Image Augmentation of balanced images, details about 

models that were created and the results.  

 

4.1 Importing Dependent Libraries 
 

The neural networks that have been modelled in the research have used in-built libraries such 

as Keras to achieve functionalities like base model importing. The code to import dependent 

libraries is shown in Figure 4. 

 

https://www.google.com/drive/
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                 Figure 4: Importing of necessary libraries 
 

 

 
Figure 5 represents the block of code to set the path for data folder and read the count of images in 
each category. 
 

    
Figure 5: Data Path and Count  

 

As seen in Figure 6, illustrate the code to generate bar plot of the total number of images in each 
class. 
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Figure 6: Data Classes and count 

 

 

In figure 7, the code to generate list of images with file extension as .png file.  
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Figure 7: Filenames with .png format 
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5 Image Augmentation  
 

Figure 8 illustrates the read and convert the image and show image shape and plot image in 
RGB format. 
 

 
Figure 8: Converted Image in RGB format 
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Figure 9 illustrates the read the image in grayscale. 
 

 
Figure 9: Read GrayScale Image 

 

 
 
 
 
 
 
 

https://www.google.com/drive/


12 

 

 

2 https://www.google.com/drive/ 
3 https://www.kaggle.com/datasets/sriramr/fruits-fresh-and-rotten-for-classification 

4 https://keras.io/api/applications/  

 
 
 
 

Figure 10 and 11, illustrate the code to generate adaptive thresholds of the images and display the 

contours.  
 

  
Figure 10: Adaptive threshold  
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Figure 11: Adaptive threshold and contouring 
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6 Class Balancing 
 

6.1 UnderSampling 

 
Figure 12 illustrates the code to create train and test folder for under sampled images. 

 

 
Figure 12: code to create train and test folder for under sampled images. 

 
Figure 13, illustrate the code to get the minimum number of class count and generate data 
function for under sampled data. 
 

 
Figure 13: Count for min to undersampled 
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The Figure 14 and 15, illustrate the code to copy images into their respective category folder. 

 

 
Figure 14: undersampling images for classes 

 

 
Figure 15: Images in each class 
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6.2 Oversampling 
 

Figure 16 illustrates the code set train and test folder for Oversampled data. Also, the code to 
extract the maximum number of class count. 
 

 
Figure 16: Count for maximum to oversample 

 

 

Figure 17 illustrates the code to generate ImageDataGenerator to create images using a same class 

image till the count reaches the maximum number. 

 
Figure 17: Image Data generator for fresh and rotten images 

 

The Figure 17 and 18, illustrate the code to get the maximum number of classes count and set path for 

new oversampled folder for all the classes. 
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Figure 18: Image Data generator for fresh and rotten images 

 

Figure 19 illustrates the code to get the class count and generate graph for it. 

 

 
Figure 19: Oversampled images 
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7 Image Augmentation 
 
Figure 20 illustrates the code to use ImageDataGenerator to generate augmented images for the 
deep learning models for actual data. 

 

 
 

Figure 20: Image Data Generator Actual data 

 

Figures 20 show the code to use ImageDataGenerator to generate augmented images for the 
deep learning models for under sampled data. 

 
 

 

 
Figure 21: Image Data Generator undersampled data 
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Figures 22 show the code to use ImageDataGenerator to generate augmented images for the 
deep learning models for oversampled data. 
 

 
Figure 21: Image Data Generator oversampled data 
 

8 Importing Model and Model Specification 
  

Used keras3 libraries to import neural network models. For instance, in Figure 22 we can see an 

example of how to import the base ResNet model. We then make modifications to the base model by 

adding layers, which allows us to classify fruits as depicted in Figure 23. 

 

 
Figure 22: Importing Model from Keras API 

 

 

 
Figure 23: Adding Extra layer to our Base Model 

 8.1 Model compilation and results 
 

  To compile the model, use the code provided in Figure 24. The model compilation while the fit 

function generates the desired results. 

https://www.google.com/drive/
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Figure 24: Model Compilation and results 

 

9  Model Evaluation 
 

We can plot the accuracy and Val accuracy in figure 25 and loss, and Val in figure 26 to effectively 

evaluate the classification performance of each learning network. 

 

 
Figure 25: Accuracy and Val_Accuracy 
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            Figure 25: Loss and Val_Loss 

 

 

10  Model Results 
 

As shown in figure 26. It is the overall Model performance for the oversampled dataset. 

 

 
Figure 26: Overall Model performance bar plot 
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