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1. Introduction 

 
This document provides details on the hardware and software components that are 

used in building A Deep Learning-Based System for Plant Disease Recognition and 

Classification in Arabica Coffee Leaves. The steps for setting up, creating, running, 

and testing this research using the suggested framework are discussed in this manual. 

 

2. Hardware Specification. 
 

Table 1. Hardware Specification 

Hardware Used Specification 

Operating System Windows 10 Pro Version 22H2 

RAM 16.0 GB 

Processor Intel(R) Core(TM) i5-6300U CPU @ 2.40GHz   2.50 GHz 

System Type 64-bit operating system, x64-based processor 

 

3. Software Specification 

 
Table 2. Software Specification 

Software Used  Version 

Anaconda Navigator 2022.10 

Python 3.9.13 

 

4. Required Libraries 

 
Table 3. Libraries Used 

matplotlib fuzzywuzzy 

numpy warnings 

pandas random 

tensorflow PIL 

seaborn imblearn 

cv2 keras 

itertools tensorflow_addons 

pathlib  
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Fig 1. Importing the required libraries 

5. Dataset 

 
The dataset is available in the kaggle website and is free to download without any 

permission. Dataset consists of 58,405 images representing five classes, Phoma (6571 

images), Cescospora (7681 images), Rust (8192 images), Healthy (18983 images), and Miner 

(16978 images). 

Link: https://www.kaggle.com/datasets/noamaanabdulazeem/jmuben-coffee-dataset 

 

 
 

https://www.kaggle.com/datasets/noamaanabdulazeem/jmuben-coffee-dataset
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5.1  Data Pre-Processing 
 

The dataset is resized to a size of 128*128 and stored in a separate folder. 

 

 
Fig 2. Resizing the images to 128x128 size 

 

 

The dataset is iterated over three sets of data for all five classes and is inturn split into train, 

test and validation set for all five classes in the ratio 0.7, 0.2 and 0.1 respectively. 

 

 
Fig 3. Splitting the dataset into 3 experiments and also into train, test and val set and storing 

in a separate directory for all 3 experiments. 

 

6. Implementation of the Model 
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A series of steps is carried on for implementing the model and the steps are as follows 

 

6.1 Setting the Hyperparameters 

 

 
Fig 4. Setting the Hyperparameters 

 

6.2 Function to calculate computational complexity 

 

 
Fig 5. Code snippet to calculate computational complexity 

 

 

6.3 Function for Model evaluation and Model Progress 

 

 
Fig 6. Code snippet to for mode progess and model evaluation 

 

6.4 Saving the metrics in a .csv file 
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Fig 7. Code snippet for metrics evaluation 

 

6.5 Generation of confusion matrix 

 

 
Fig 8. Code snippet to generate confusion matrix 

 

 

6.6 Generating the dataframe 
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Fig 9. Code snippet to generate train, test and val dataframe 

 

 

6.7 Model implementation for CNN 

 

 
   Fig 10. Code snippet for CNN implementation 

 

6.8 Model implementation for MobileNetV2 
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Fig 10. Code snippet for MobileNetV2 implementation 

 

6.9 Model implementation for VGG16 

 

 
Fig 11. Code snippet for VGG16 implementation 

 

 

6.10 Model implementation for EfficientNetB0 
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Fig 12. Code snippet for EfficientNetB0 implementation 

 

 

6.11 Model Compilation 

 
The steps required for model compilation for CNN is shown in the code snippet. The same 

follows for EfficientNetB0, VGG16 and MobileNetV2. 
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 Fig 13. Code snippet for model compilation of CNN 
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Fig 14. Code snippet for model compilation of MobileNetV2 

 

 
Fig 15. Code snippet for model compilation of VGG16 
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Fig 16. Code snippet for model compilation of EfficientNet 

 

6.12 Model Training  

 
Fig 17. Model training progress for CNN 
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Fig 17. Model training progress for MobileNetV2 

 

 

 

 
 

Fig 18. Path where the evaluation metrics are saved 
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 Fig 19. Training and Validation curve per epoch run for EfficientNetB0 
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Fig 20. Model training progress for every epoch run saved as a .txt file for EfficientNetB0 


