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1 Introduction

As the technology is rapidly changing and understanding Human emotions is a very
difficult task and they changes in instance. A study to predict the emotions and to make
them better by recommending songs and movies through the front-end.

1.1 General information

1.1.1 System information

Operating System: Windows 11 x64.
Version: 10.0.19044 Build 19044.
Processor: Intel(R) Core (TM) i7-9750H CPU @ 2.60GHz, 2592 MHz, 6 Core(s), 12
Logical Processor(s).
Installed Physical Memory (RAM): 16.0 GB.
Hard Disk: 500GB.

1.1.2 Platforms

Python(3.9): The python version used in the project is 3.9.
Google Collaboratory: An environment for developing the python code, which support
GPU and TPU, gives faster execution.

1.2 Project Brief

DNN models were implemented to train the dataset for detecting the emotions through
facial expressions.The Custom CNN, CNN and transfer learning models like VGG16 were
used to get the desired accuracy for the system. For generating the dataset, OpenCV is
used and half of the data is taken from kaggle.

1. Generated the images with OpenCV and downloaded the data from Kaggle which
is an open site for accessing the Data without having any ethical issues.
Stored all the data in the specified emotions set, as we have 7 different emotions follows:
Angry, Happy, Sad, Neutral, Disgust, Surprise, Fear.

2. Mediapipe is installed, which is an open-source framework used for various vision
tasks. The built-in components allows to built a custom pipeline and intergrate the deep
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learning models.

3. Integrating the google drive with the google collab for the data as the data is too
large, 35000 images. It will ask for permission to access the drive for data.

4. Importing all the required libraries

Figure 1: Libraries

5. After getting the data performing the facial expressions landmark detection using
the Face Mesh model. Facial Landmark defined like for example Left eye,right eye for
the visualizations.

6. After landmarking, transferring the images to the specified path and the resizing
it and again performing the landmarking with Gaussian blur for better image. After
getting the output, visualizations are done using openCV.

Figure 2: Facial Landmark
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Figure 3: Facial Landmark

2 Preparation of Data set

1. Firstly setting the path for storing the specified data in the specified location. After
that defining the 2D and 3D spaces.

2. Preparing a CSV file which will be containing the facial expression landmark Data.
Storing all the images according to the specifically given directory for each emotion.

3. Loading the images again and then converting them into RGB formate to obtain
the landmark predictions. After that calculating the euclidean distance in 2d and 3d
from nose point.

4. Storing the dataFrame to a CSV file in the given mode as train or test set.

3 Model Creation

For the system, used models are Custom CNN, CNN and transfer learning model like
VGG16.

1. Firstly, for creation of the model, using TensorFlow and Keras for the detection of
the emotions.

2. After Importing the required libraries like: sequential, InputLayer, Conv2D Max-
Pooling2D, Flatten etc.

3. Set the parameters for image size and batch size and creating a generator for the
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Figure 4: Data preparation

training data. After that the data generator for validation and training used to train the
CNN model

Figure 5: Data Generators

4. In the above image the results is showing that we have 7 classes of emotions
containing the data.
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Model 1 - CNN-1

Figure 6: Building CNN model

5. After training the CNN nodel using the TensorFlow and Keras for detection of 7
different emotion. we got the below results

Figure 7: Output

6. The results showing the layers used in the CNN model.
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Sequential : Linear stack of layers. Common way to create the models where the layer
can be added on at a time.

Input layer: this layer will tell about the input shape for the model.

Conv2D: (Convolutional Layer) which performs the convolution operation on input
images.

MaxPooling2D: It reduces the spatial dimensions, which helps in concentrating on the
important features.

Flatten: It transfers the results from previous layer to one dimensional array, which
is required for the densely connected layer.

Dense: this layer is fully connected layer. where each neuron is connected to every
other neuron. It will mostly be used in the final layer.

Dropout: it helps to prevent from overfitting.

Output layer: The output will be having the 7 neurons.The softmax function is used
for activation.

Model 2 - CNN-2

Bulding the CNN -2 model with more layers added.

Figure 8: CNN- 2 Model Build
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The results of CNN-2

Figure 9: CNN-1 results

Model 3 - VGG16

1. Bulding the VGG16 model for the emotion detection.
2. Image size and batch size parameters is set.
3. Data generators are build for training and validation data and the the data is

divided into training and validation subset.
4. VGG16 model will be loading with the data weights which are pre-trained on the

ImageNet dataset.
5. The custom layers are added with the VGG16.then the model will be compiled.

Figure 10: VGG16 model
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Figure 11: VGG16 structure

Front end of the prototype

Figure 12: Code snippet for fron-end execution
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Figure 13: Front-end of the prototype
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