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Advancements in Automated Image Captioning: A
Comparative Study of Modern AI Models

Shivakumar Patil
22144218

Abstract
The study presents a comprehensive study of full-sentence caption generation

methods covering the overlap between visual content and natural language pro-
cessing. Focused on Flickr dataset, study aims to explore recent approaches and
compare 3 advanced methodologies including the combination of VGG-16 with
LSTM, Vision Transformer (ViT) with GPT-2 and OpenAI’s Contrastive Lan-
guage–Image Pretraining (CLIP). Each approach is evaluated for its effectiveness in
producing coherent and contextually relevant captions using BLEU-1 and BLEU-2
scores serving as the primary evaluation metrics and human evaluation. Addition-
ally project briefly further studies potential NLP applications including trending
generation, word based image search, translation and audio conversion. Eventually,
this project aims to contribute this this latest evolving field of auto caption gen-
eration showcasing the capability and limitations of current approaches for future
advancements in integrating visual and linguistic data processing and exploring
potential use cases for these captions generated.

Keywords: Automated Image Captioning, VGG16 and LSTM, Vision Trans-
former (ViT) and GPT-2, CLIP (Contrastive Language–Image Pretraining), BLEU
Scores, Natural Language Processing (NLP)

1 Introduction

1.1 Background

Image captioning has grown rapidly recently with the advance of deep learning and sig-
nificant opportunities to improve image-capturing potential. It’s one of the key areas
in AI today bridging the gap between computer vision and natural language processing
(NLP). Early approaches were primarily template-based and they have now become ob-
solete with the evolution of neural networks. Recent advances in Convolutional Neural
Networks(CNN) have changed the field of image feature extraction rapidly and Recurrent
Neural Networks(RNN) especially Long Term Memory (LSTM) networks have brought
new opportunities in combining visual and generation of sequential data.

Example of caption generated using CLIP in this study and its potential use cases for
visually impaired Figure 1

1.2 Research Question

Primary research question of this thesis is: ” How can we leverage different deep learning
models to generate multi-word captions and their effectiveness and its use cases?” The
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Figure 1: Potential application: Generated caption translated and audio generated

thesis sets the below objectives to address the research question:
1. Evaluation: Study effectiveness of VGG16 with LSTM, ViT coupled with GPT-2

and CLIP models for full sentence/multi-word image captions generation.
2. Performance Comparison: Use metrics such as BLEU-1 and BLEU-2 scores to

compare the performance of these 3 approaches along with human and human observation
3. Application Potential: Explore practical applications of these models in various

domains such as translation and audio generation for the visually impaired, image trend
analysis in the social media domain, sentiment analysis for the captions generated etc.

4. Limitations and Future Directions: Identify any limitations of current approaches
of caption generated and recognize the future use case for the auto-generated captions

1.3 Document Structure

The thesis flow is as follows:

• Introduction: Sets the stage for the research background of image captioning, re-
search question and objectives of this study

• Literature Review: Brief review of existing research in image captioning.

• Methodology: Details of methodologies used including VGG16 with LSTM, ViT
with GPT-2 and CLIP for caption generation

• Experimental setup and data collection: Details of the Flickr dataset, image pre-
processing and experimental setup
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• Results and analysis: Evaluation of BLEU-1 and BLEU-2 scores including results
of interpretation

• Conclusion and future work: Summarizes the study including its limitations &
future work

2 Related Work

2.1 Overview:

Auto image captioning a combination of computer vision and natural language processing
plays a key role in AI. Caption generation helps in a better understanding of visual content
and has practical applications such as aiding visually impaired users, content indexing,
and multimedia retrieval (Vinyals et al., 2015) [1].

While there has been significant work done recently in this field this literature review
focuses on evaluating three prominent approaches:

1. VGG16 and LSTM:

”Deep Visual-Semantic Alignments for Generating Image Descriptions” by Karpathy
and Fei-Fei (2015) introduced combining CNN and RNN effectively to generate and
retrieve descriptions of images (Karpathy and Fei-Fei, 2015) [2]

VGG16 a deep CNN model was used to extract features from images (Simonyan
and Zisserman, 2014) [6] along with LSTM for caption generation or sequential
data.

2. ViT and GPT-2: Similarly combination of Vision Transformer (ViT) and GPT-2
was explored to how transformer architectures can be used in both visual perception
and language modeling (Dosovitskiy et al., 2020; Radford et al., 2019) [3, 4].

3. Pre-Trained Model-CLIP:

CLIP model developed by OpenAI as outlined in Radford et al. (2021)[5] demonstrates
remarkable zero-shot learning abilities which were developed by training on millions of
diverse images paired with textual data. CLIP can be fine-tuned for generating captions,
this ability was leveraged for multi-word captioning.

The review compares 3 caption generation methods. VGG16 and LSTM combination
method show CNN and RNN synergy, ViT and GPT-2 show recent rise transformer
architectures for multi-modal tasks and using pre-trained models like CLIP fine-tuned
for caption generating. This study aims to evaluate their effectiveness.

2.2 VGG16 and LSTM

VGG16, a deep CNN model excels in extracting features from images (Simonyan &
Zisserman, 2014) [6]. LSTM a type of recurrent neural network is well known for handling
sequential data making it suitable for generating text (Hochreiter & Schmidhuber, 1997)
[7].
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Figure 2: VGG16 [15]

2.2.1 Key Literature

1. Vinyals et al. (2015) [1]:

• Paper Title: ”Show and Tell: A Neural Image Caption Generator” (Vinyals
et al., 2015) [1]

• Contribution: The paper was key in the start of the neural network approach
for image captioning, authors showed how CNN encodes an image and then use
and then uses a recurrent neural network (RNN) to decode the CNN-generated
vector into a descriptive sentence.

• Impact: The model showed its ability to generate captions both accurately and
linguistically coherently. A significant step forward in the field as it showed
that a deep learning model could effectively bridge visual data with NLP.

2. Xu et al. (2015) [8]:

• Paper Title: ”Show, Attend and Tell: Neural Image Caption Generation with
Visual Attention”

• Contribution: Building upon the CNN-LSTM framework, a visual attention
mechanism was integrated into the image captioning model. This helped the
model to focus of focus on different parts of the image, hence generating each
word.

• Impact: The attention concept was introduced in neural image captioning
leading to a more focused and interpretable model. Since then they have
become standard component in many image captioning models.

3. Lu et al. (2017) [12]:

• Paper Title: ”Knowing When to Look: Adaptive Attention via a Visual Sen-
tinel for Image Captioning”
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• Contribution: Proposed an adaptive attention model that used both visual
information and previously generated words in generating captions. This gave
an extra layer of flexibility and intelligence for cation generation

4. Rennie et al. (2017) [10]:

• Paper Title: ”Self-Critical Sequence Training for Image Captioning”

• Contribution: This study introduced a new concept of ’self-critical sequence
training’(SCST). SCST is a reinforcement learning approach where the model
optimizes its performance based on the evaluation of the captions it generates
against some predefined metrics this shifted the transition from traditional
cross-entropy loss used, which helped.

2.3 Vision Transformer (ViT) and GPT-2

Combining Vision Transformer (ViT) and GPT-2 was a major recent development in
image captioning. ViT proposed by Dosovitskiy et al. (2020), departs from traditional
neural networks by using transformer architecture for processing image patches like words.
GPT-2 by Radford et al. (2019) is a well-known text generation. Combining ViT and
GPT-2 helped advance image captioning capabilities.

Key Literature

1. Dosovitskiy et al. (2020): This paper set the foundation for multimodal
tasks like caption generation by showcasing ViT’s ability in image classification.

2. Radford et al. (2019): GPT-2 paper showed its ability to understand and gen-
erate text, crucial for image captioning.

3. Vasireddy et al. (2023)[16] This study showed the integration of Vision Trans-
formers (ViT) and GPT-2 for image captioning, which acted as the key inspiration
for this project as one of the recent methodologies of image captioning.

ViT enhances visual understanding, while GPT-2 improves text generation, leading
to more relevant and detailed captions. Vasireddy et al. (2023) [16] showed how this
combination improved accuracy and context in caption generating however it requires
high computational.

2.4 CLIP-Based Approach

OpenAI’s Contrastive Language–Image Pretraining (CLIP) by Radford et al. [5] was the
latest progress that revolutionized image captioning by training on diverse image-text
pairs which made it better at generalization in its ability of captions.

Compared to VG16 - LSTM, ViT-GPT-2 has better advantages and a few limitations:
Advantages:

1. Generalization and Contextual Relevance: Since it is trained 400 million
image-text pairs, it excels in diverse situations making it better than previous deep
learning models that have a bias toward trained data sets and contextually relevant
captions.
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Figure 3: OpenAI’s CLIP- Image Captions Demo [5]

2. Zero-Shot Learning: Zero-shot learning makes it different since it doesn’t need
to be trained for the task but might require fine-tuning. Like here, we give caption
examples for fine-tuning the multi-word caption generation.

Limitations:
Precision: Its strength due to diverse training data also makes it less precise when

the model is trained on a specific data set.

2.5 BLEU Scores

: BLEU (Bilingual Evaluation Understudy) scores have been standard for ML text-
generated precision testing, Developed by Papineni et al. (2002) [14] BLEU scores com-
pare the generated text vs reference text to compute a score.

3 Methodology

3.1 Data Collection and Preparation

• Dataset: Flickr8k and Flickr30K datasets used included 8000/30000 images with 5
diverse captions giving diverse captions data required for the training or fine-tuning
the model.

• Image Prepossessing: Resizing (224x224 pixels) and normalization of images were
done before feeding them into the training of (VGG16 - LSTM) and (ViT-GPT-2)
models.

• Caption Processing: Captions were tokenized including padding or truncation to
maintain a uniform length
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Figure 4: Methodology

3.2 Model Implementation and Setup

3.2.1 VGG16 and LSTM Setup:

• VGG16: Features were extracted from the penultimate layer VGG16, which will be
used as the input for the LSTM.

• LSTM: LSTM network was appended that takes features from VGG16, these will
be used to predict sequential data, in this case, sequence of words.

3.2.2 ViT and GPT-2 Setup:

• ViT: Vision Transformer for image analysis as used to extract features from the
image

• GPT-2: GPT-2 was integrated into ViT for caption generation.

3.2.3 CLIP-Based Model Setup:

Fine-tuning of the CLIP model was done by feeding it the captions from the flikr8K
dataset. These captions will be used as an example (Or fine-tuning is done using these
caption examples) by the model built to generate captions.

3.3 Evaluation Methodology

• Performance Metrics: Average scores of BLEU-1 and BLEU-2 from the test/sample
data were used to assess the performance and compare the models along with human
evaluation.

• Testing Procedure: The flickr8k dataset was sampled for testing by either divid-
ing as train and test data or if it was computationally heavy then test images were
randomly sampled to 100-500 images and captions to calculate the average BLEU-1
and BLEU-2 score.
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3.4 Training and Validation:

Training Process: ViT and GPT-2 and VGG16 and LSTM models were trained and
optimum hyper-parameters were chosen. For the CLIP set-up, the model was fine-tuned
using the captions from the Fliker dataset.

3.5 Result Interpretation:

Performance Comparison: By comparing the BLEU scores of each model setup, each
model’s accuracy was assessed in generating a caption.

Model Strengths and Weaknesses: Model strengths and limitations were assessed in
situations where specific (Example: Medical diagnosis) vs general (Captions for visually
impaired ) image captions.

3.6 NLP Applications Overview

Several potential NLP applications were explored mostly by using the captions in the
Flicker dataset itself to show possible use cases of the captions generated to set the
ground for the future integration of model-generated captions once reliable options are
generated.

3.6.1 Sentiment Analysis

(sentiment analysis on the captions from the flickr8k dataset.py): Sentiment analysis was
done on the captions of images to analyse the distribution of sentiments of images (pos-
itive, neutral or negative).

3.6.2 Trending Topic Analysis (top trending.py):

• Objective: Trending topics of the images were generated based on the captions

• Procedure: NLP techniques were used to extract key topics.

• Application: Can be used to analyze trending images uploaded in time period.

3.6.3 Searchable Database Creation (searchable database.py):

• Objective: Searchable database of images based on their captions to extract images
based on the word search

• Procedure: Word-based search to extract similar images based on matching with
captions of the image in the database.

• Application: Efficient image search

3.6.4 Translation and Audio Conversion (clip 300 v3.py):

• Objective: Translate captions into different languages (Kannada) and audio.

• Procedure: Captions generated by the CLIP model were translated and audio con-
version.
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Figure 5: Project Design

• Application: To make users’ image data more accessible to non-English speakers
and the visually impaired.

4 Design Specification

4.1 Overview

Details of the architectures used are given for effective implementation:

4.2 1. VGG16 and LSTM Approach

• Architecture:

– VGG16: A well-known CNN-based model for image recognition. It consists of
16 layers that have extracted image features.

– LSTM (Long Short-Term Memory): An RNN was integrated to generate se-
quential data by taking VGG16 features.

• Functionality:

– VGG16 processes images to extract feature vectors and these are used to input
LSTM to generate captions.

– LSTM takes both image feature vectors and also sequence of previously gen-
erated words.

• Requirements:

– Pre-trained VGG16 model for feature extraction.

– LSTM network

– Training data (Images with captions): Flikr dataset

4.3 2. ViT and GPT-2 Approach

• Architecture:
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– Vision Transformer (ViT): A transformer-based model designed for Image ana-
lysis by converting images into patches and modelling them to find sequential
relationships between those patches.

– GPT-2: Transformer-based language model that is integrated with ViT to
generate captions.

• Functionality:

– ViT analyzes images and provides a contextual understanding of the visual
content.

– This understanding is then passed to GPT-2, which generates a corresponding
caption based on the image context.

• Requirements:

– Pre-trained ViT model for image analysis.

– GPT-2 model for text generation.

– Dataset with images

4.4 3. CLIP-Based Caption Generation

• Architecture: CLIP: Model trained on millions of internet image-text pairs

• Functionality: The model generates the most likely text description of the image

• Requirements:

– Pre-trained CLIP model

– Example descriptions/captions to fine-tune the CLIP mode for the caption
description

– Test dataset to check the accuracy

4.5 NLP Applications

4.5.1 Sentiment Analysis, Trending Topic Analysis, and Searchable Database
Creation:

Integration of NLP techniques using captions generated by AI models or those sourced
from the Flickr dataset for future integration when captioning accuracy becomes more
reliable.

4.5.2 Translation and Audio Conversion:

In these direct integration is done with the captions generated and NLP applications
were explored. Specifically leveraging captions generated by the CLIP model, these ap-
plications involve additional NLP processes for language translation and text-to-speech
conversion.
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Figure 6: Caption Translation and Audio in Kannada

5 Implementation

5.1 Overview

The project primarily focuses on 3 distinct latest AI-based approaches and their effect-
iveness in caption generation. Also, briefly touch upon potential NLP applications from
the captions.

5.2 Model Implementations

1. VGG16 and LSTM integrated model was used for caption generation. The fea-
tures extracted from the CNN-based VGG 16 model are fed into the LSTM network.
Output: Multi-word captions for the image are generated

2. ViT and GPT-2: Captions were generated through Vision Transformer (ViT) for
image processing which is then integrated with GPT-2. Output: Captions were
closely aligned with the image content

3. CLIP-Based Model: Fine-tuned CLIP model was used for caption generation.
Output: Diversly trained CLIP was able to generate accurate and context-aware
captions

5.3 NLP Applications

• Conducted sentiment analysis, trending topic analysis and creation of a searchable
image database using captions from the Flickr dataset but in future when models
generate more reliable captions, these applications can be directly integrated with
the model-generated captions.

• One such direct integration demo is shown here where CLIP-based model-generated
captions are translated into another language (Kannada) and also audio conversion.
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Figure 7: Image Sentiment Analysis

5.4 UI Extension :

Using Flask web framework, UI was created that allows users to upload images and
captions are generated with CLIP as its backend.

5.5 Tools and Languages

• Python 3 is used throughout.

• Used libraries like TensorFlow, PyTorch and various NLP libraries

5.5.1 Outputs

• Three distinct caption generation models and their accuracy were studied and sev-
eral NLP applications were explored.

• The output of this project includes generated captions, sentiment analysis res-
ults, identified trending topics, a searchable image database, translated and audio-
converted captions and a UI interface.

6 Evaluation

6.1 VGG16-LSTM Approach

• Results: Average BLEU-1: 0.538675, BLEU-2: 0.289837.

• Analysis: The approach of using a combination of deep CNN and RNN, shows basic
captioning proficiency. Moderate BLEU scores suggest limitations in capturing
complex image details or generating, which could be due to LSTM’s sequential
nature, potentially limiting creativity in language generation.

12



Figure 8: VGG16 LSTM Model Captions

• Implications: The model may need further work to capture complex scenarios/
diverse linguistic expressions.

6.2 ViT-GPT2 Approach

• Results: Average BLEU-1: 0.516098, BLEU-2: 0.314810

• Analysis: This transformer-based image model improved the ability to capture
complex sentence structures as indicated by the BLEU-2 score. However, perform-
ance was comparable to VGG16-LSTM.

• Implications: While further fine-tuning is required but has the potential to gen-
erate more linguistically rich captions.

6.3 CLIP Approach

• Results: Average BLEU-1 score of 0.587136 and BLEU-2 score of 0.399473 for the
CLIP approach.

• Analysis: CLIP gives the best score compared to other approaches, showcasing the
better ability to generate quality captions, indicating CLIP’s ability.
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Figure 9: ViT-GPT2

Figure 10: CLIP Model Caption
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6.4 Discussion

6.4.1 Analysis of Findings:

This study showed varying levels of effectiveness among 3 approaches studied, with the
CLIP model outperforming other approaches based on the BLEU score.

6.4.2 Critique of Experiments:

BLEU scores alone may not be sufficient for measuring the model’s accuracy, better met-
rics may be required and VGG16-LSTM failed in generating diverse linguistic expressions.

6.4.3 Suggested Improvements:

Additional evaluation metrics and integrating attention mechanisms in VGG16-LSTM
might enhance its ability.

6.4.4 Contextualization with Literature:

Findings align with the existing literature, with the latest approach, CLIP was better at
getting captions for general captioning applications.

7 Conclusion and Future Work

Project provided key insights into auto image captioning space by showcasing the effect-
iveness of 3 latest AI based approaches: VGG16 ¿¿ LSTM, ViT ¿¿ GPT-2 and CLIP.
Results of the study align with the existing literature review done in the beginning show-
casing OpneAI’s CLIP model’s ability to generate accurate and contextually relevant
captions for images in general cases.

Study is limited to the reliance on BLEU scores for model performance measurement
and hence future work could explore more holistic metrics. And integrate the NLP
application directly from the model generated captions.

Future Work:

• Advanced Evaluation Metrics: Use more comprehensive evaluation metrics to
assess caption quality better including METEOR, CIDEr and ROUGE.

• Commercial Applications: Study for more potential practical applications of
automated image captioning and possible business use cases for possible revenue
generation.

• Real-Time Captioning
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