
 

 

 
 
 
 
 
 
 
 
 
 
 
 

Exploring Deep Learning Models for 

Sentiment Analysis on Tesla News 
 
 
 
 

 

MSc Research Project 
 

Data Analytics 
 
 

 

Rajat Patil 
 

Student ID: x22162259 
 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Shubham Subhnil 



 

 

 

 

National College of 
Ireland Project 

Submission Sheet 
School of Computing 

 

 
Student Name: Rajat Patil 

Student ID: x22162259 

Programme: Data Analytics 

Year: 2023 

Module: MSc Research Project 
Supervisor: Shubham Subhnil 

Submission Due Date: 14/12/2023 

Project Title: Exploring Deep Learning Models For Sentimental Analysis on 
Tesla News 

Word Count: 1000 

Page Count: 21 
 

I hereby certify that the information contained in this (my submission) is 
information pertaining to research I conducted for this project. All information 
other than my own contribution will be fully referenced and listed in the relevant 
bibliography section at the rear of the project. 

ALL internet material must be referenced in the bibliography section. Students 
are required to use the Referencing Standard specified in the report template. To 
use other author’s written or electronic work is illegal (plagiarism) and may result 
in disciplinary action. 

 

Signature:  

Date: 13th December 2023 

 
PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST: 

 

Attach a completed copy of this sheet to each project (including multiple copies). □ 

Attach a Moodle submission receipt of the online project submission, to 
each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, both for 
your own reference and in case a project is lost or mislaid. It is not sufficient to keep 
a copy on computer. 

□ 

 
Assignments that are submitted to the Programme Coordinator office must be 

placed into the assignment box located outside the office. 
 

Office Use Only 
Signature:  

Date:  

Penalty Applied (if applicable):  



 

 

 

Exploring Deep Learning Models For Sentimental 
Analysis on Tesla News 

 
Rajat Patil 

x22162259 
 
 

 

1 Introduction 
 

This Configuration Manual lists together all prerequisites needed to duplicate the studies and 

its effects on a specific setting. A glimpse of the source for Data Scarping & sentiment 

analysis of the news and after that Lexical tokenization is done after that LEBert is 
implemented for all three types of n-gram and all the algorithms are created, and Evaluations 

is also supplied, together with the necessary hardware components as well as Software 
applications. The report is organized as follows, with details relating environment 

configuration provided in Section 2.  
Information about data scraping is detailed in Section 3. Sentiment Analysis is done in 
Section 4. Lexical Tokenisation is included in Section 5. In section 6, the LeBert Algorithm 

is described. Details well about models that were created and tested are provided in Section 7. 
How the results are calculated and shown is described in Section 8.  

 

2 System Requirements 
 

The specific needs for hardware as well as software to put the research into use are detailed in 
this section. 
 

2.1 Hardware Requirements 

 

The necessary hardware specs are shown in Figure 1 below. MacOs M1 Chip, macOS 10.15.x 
(Catalilna) operating system, 8GB RAM, 256GB Storage, 24’’ Display.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 

Figure 1: Hardware Requirements 
 

2.2 Software Requirements 
 

 Anaconda 3 (Version 4.8.0)

 Jupyter Notebook (Version 6.0.3)

 Python (Version 3.7.6)
 

2.3 Code Execution 

 

 The code can be run in jupyter notebook. The jupyter notebook comes with 

Anaconda 3, run the jupyter notebook from startup.  This will open jupyter 

notebook in web browser. The web browser will show the folder structure of the 

system, move to the folder where the code file is located. Open the code file from 

the folder and to run the code, go to Kernel menu and Run all cells. 
 

3 Data Scraping 
 

The dataset is scraped from Google.com using beautiful soup.  

 

Figure 2 includes a list of every Python library necessary to complete the project. 
 

  
 

Figure 2: Necessary Python libraries 
 



 

 

The Figure 3 represents the block of code to scrape the news from google of Tesla and 
creating a pandas dataframe from the same. 
 

    
Figure 3: News scraping and data generation  

 

 

As seen in Figure 4, the column names are assigned to the data and saved into a csv file. 
 

 
Figure 4: Gathered data 

 

 

 

 

 

  



 

 

4 Sentiment Analysis 
 

 

In figure 5, the code to initialize SentimentIntensityAnalyzer and generate polatily score 

compound for the news title. 
 

 
 

Figure 5: Class count 

 

The Figure 6, illustrate the plot for the compound score for 00 new item. 
 

 
Figure 6: Compound score 

 



 

 

Figure 7 includes a criteria to generate positive and negative sentiment based on 

compound score. Also, shows the plot for value counts on sentiment. 
 

  
 

Figure 7: Sentiment Score 

 



 

 

5 Lexical Tokenisation 
 

 

Figures 8 show the code to read the Treebank tagged sentences.  
 

 
       Figure 8: Treebank 

 

The Figure 9, illustrate the code to converting the list of sentences to a list of (word, pos tag) 

tuples.  
 

  
Figure 9: Treebank to tuple 

 
The Figure 10, illustrate the parts od speech analysis. 

 

  
Figure 10: POS-Tagging 



 

 

The Figure 11, illustrate the section to split Treebank into training and test set to 
analyse the impact of taggers. 

 

 
Figure 11: Train test split 

 
 
 
The Figure 12, illustrate the unigram tagger and its performance. 

 

 
Figure 12: Unigram Tagger 

 
The Figure 13, illustrate the Regular expression tagger and cobining regex and ingram 
tagger. 

 

  
Figure 13: Regex and Unigram Tagger 



 

 

 
The Figure 14, illustrate the regex tokeniser and vocab building. 

 

 

 
Figure 14: Regex Tokenizer 

 

The Figure 15, illustrate the counter for most common words in the news data. 

 

  
Figure 15: Common word counter 

 
 

 
 
 

 
 
 



 

 

The Figure 16, illustrate the unigram generation. 

 

  
Figure 16: Generating Unigram 

 
The Figure 17, illustrate the bigram and trigram generation. 

 

  
Figure 17: Bigram and Trigram 

 

 
 



 

 

The Figure 18, illustrate creating a function to generate N-Grams. 

 

  
Figure 18: n-gram generator 

 

The Figure 19, illustrate creating bigram and trigram using N-Grams. 

 

 
Figure 19: n-gram generator 



 

 

 
The Figure 20, illustrate creating training and test sets of actual data. 

 

 
Figure 20: Training and testing data generator 

 
 

6 LeBert Algorithm 
 

 

Figures 21 show the code to create LeBert Unigram.  
 
 

 

 
Figure 21: LeBert 

 
Figures 22 show the code to create LeBert Bigram. 
 

 
Figure 22: LeBert 
 

 



 

 

The Figure 23, illustrate the code to create LeBert Trigram 

.  
 

 
Figure 23: LeBert 

 

7 Machine Learning Models 
 

 

7.1 RNN Unigram 
 

 
Figure 24: Implementation of RNN 

 



 

 

7.2 LSTM Unigram  
 

 

 
Figure 25: Implementation of LSTM 

 

7.3 CNN Unigram  
 

 

 
Figure 26: Implementation of CNN 



 

 

7.4 RNN Bigram 
 

 
Figure 27: Implementation of RNN 

 

7.5 LSTM Bigram  
 

 
 

Figure 28: Implementation of LSTM 



 

 

 

7.6 CNN Bigram  
 

 

 
Figure 29: Implementation of CNN 

 
 

7.7 RNN Trigram 
 

 
Figure 30: Implementation of RNN 



 

 

 

7.8 LSTM Trigram  
 

 
 

Figure 31: Implementation of LSTM 

7.9 CNN Unigram  
 

 

 
Figure 32: Implementation of CNN 



 

 

7 Model result 
 

This section explains the performance of the models. 
 

7.1 Model Scores 
 
 

 
Figure 33: Model Performance Overall 

 

 

 
Figure 34: Model Performance Overall 

 



 

 

 
 

Figure 35: Model Performance Unigram 

 
 

 

 
Figure 36: Model Performance Bigram 



 

 

 
Figure 37: Model Performance Trigram 
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