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Configuration Manual  
Taiwo Mubarak Oladapo 

x22107312  
	  

1  Introduction  
The Configuration manual serves as a guidance document that provides information on the 
project development, installation, deployment, and implementation of the” Exploring the 
Impact of Artificial Intelligence in Predicting English Premier League Football Matches” 
project, as described in the technical report. This report serves as a support and guidance 
document for the technical report, helping to accomplish the intended output and outcomes at 
each step. Many hardware, software, libraries, and technology combinations are used in the 
completion of the entire project.  

2  System Requirements  
This section discusses the system requirements for the project; it is generally helpful to know 
the prerequisites before performing computer experiments. It is divided into 2 parts: hardware 
and software requirements.  

2.1  Hardware Requirements  
The	Hardware	requirements	comprise	the	laptop	speci6ication	used	to	execute	this	research	
project.	  
	  

  

             Figure 1: Hardware Requirements  
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2.2  Software Requirements  
• Python 3.11.5: Python is a popular and flexible programming language that forms the 

basis of this project. The project code uses Python version 3.7.  

• Jupyter Notebook: For interactive development, data exploration, and documentation, 
the Jupyter Notebook is essential to this project. With the help of this open-source web 
application, documents with live code, visualizations, and descriptive text can be created 
and shared.  

3  Environment setup  
3.1  Jupyter Notebook  
Depending on the operating system, Python must first be installed; installing the most recent 
version is advised. For MacOS, Python 3.11.5 was downloaded and set up. A development 
environment is necessary for writing, running, and assessing programs after Python has been 
installed. The most widely used and convenient platform is Jupyter Notebook. It is part of the 
Anaconda Python distribution, for which the system type will determine which installation is 
suitable. The Anaconda interface is seen in Figure 2 together with additional applications like 
Jupyter Notebook. We must launch the Jupyter Notebook and create a new Python file before 
we can start writing Python code.  
  

  

Figure 2: Hardware Requirements  
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3.2  Installation of Packages and Importing Raw Data  
Premier League matches 1993–2022 is the dataset that was obtained from Kaggle. The dataset 
is acquired from its source and stored on the desktop in the.csv format. Importing and 
preprocessing data cannot be done without first installing packages.  
  

  

Figure 3: Importing Libraries  

3.3  Importing of the Datasets  
The dataset is imported from the desktop after being saved there using the Panda library, which 
is loaded as pd. As seen in Figure 4, the dataset name is premier-league-matches 3.csv, and EPL 
df is the variable in which the dataset is loaded.  
  

  

Figure 4: Importing data into Jupyter Notebook  

3.4  Data Preprocessing  
All values in the dataset were intact. No missing values were found. Figure 5 shows the 
exploratory data analysis to plot the continuous distribution and categorical distribution of the 
dataset.  
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Figure 5: Exploratory Data Analysis  

Feature Engineering was also performed to make the dataset more robust. date was 
converted to date time, daycode was generated from date and monthcode was generated from 
date. The process is illustrated in Figure 6.  

  

  

Figure 6: Conversion to datetime  

Label encoding was also denoted on the” FTR” variable. The FTR was also transformed 
into a new column” Target”. The process is illustrated in Figure 7.  

  

  

Figure 7: FTR Label encoding to Target.  

Home and Away Categorical variables were converted to numerical variables as Homecode 
and Awaycode. Figure 8 shows the illustration.  
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                                    Figure 8: Categorical variable to numerical variable  

4  Modelling  
The function rolling averages is designed to compute rolling averages for specific columns in 
the data frame grouped by some criteria. The group parameter represents a group of data 
whereas the col parameter consists of column names that need to be calculated with a rolling 
average. The new cols parameter saves the new column names for the computed rolling 
averages. The columns that were calculated with the rolling average were the Home Goals and 
Away Goals and a new data frame was created for the new rolling averages which is EPL rolling 
as shown in Figures 9 and 10.  
  

  

Figure 9: Rolling average model.  

  

Figure 10: New data frame for the rolling averages  

Based on the values in the Date column, two subsets of the EPL rolling data frame are 
generated. There are training and test sets from the two groups which is shown in Figure 11. 
The test set produces results where the Date is greater than 2017-04-01, while the training set 
produces results where the Date is less than or equal to 2017-04-01. The  
models are trained using the training set, and their performance is evaluated using the test set.  
  

  

Figure 11: EPL rolling data frame.  

A list called predictor was also created. The predictors initially contain the home code and 
Away code columns. These columns are used as predictors for this project. new col which is 
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generated from the rolling average is added as a predictor to predict the outcome of matches. 
Figure 12 illustrates the code.  

  

  
  

Figure 12: Predictors for the model  

The code preparation for the training and validation sets of a machine learning model is 
shown in Figure 13, where predictor variables are assigned, the data is standardised using 
StandardScaler, and the scaled arrays are converted back to Pandas Data Frames. 
Standardization is used to make the features similar, and the use of StandardScaler raises the 
possibility that the model may be sensitive to the feature scale.  

  

  
  

Figure 13: Training and Test Predictors  

 The training and validation set’s components are shown in Figure 14. For each training set, the 
feature matrix is represented by X train, related target values by y train, the feature matrix for 
the testing set by X val, and the corresponding target values by y val for the set of validations.  

 

Figure 14: Training and Test Predictors Variables           

5  Evaluation of the Implemented Model  
Five machine-learning model code snippets used for the implementation are shown in Figure 
15. The Random Forest Classifier uses the Scikit-learn library and 3 hyperparameters. 100 n 
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estimators: is used which is the number of trees in the forest. 2 minimum samples split was 
used to split the internal node. The random state was split into 42 seeds to ensure the 
reproducibility of the model. The Logistic Regression uses the Scikit-learn library with no 
default parameters used. The Decision Tree Classifier uses the Scikit-learn library. No default 
parameters are used. There is a comment indicating some parameters (min samples split, 
random state, n estimators, and max depth), but these are typically associated with the Random 
Forest model, not a single Decision Tree. The Linear Support Vector Classifier (svc) uses the 
Scikit-learn library. It uses just a single parameter which is” dual”. This parameter is used to 
solve the primal optimization problem. Setting it to False is recommended when the number of 
samples is greater than the number of features. The XGBoost Classifier (xgb) uses an XGBoost 
library. No default parameters are used in this case. There is a comment indicating some 
parameters (n estimators, max depth, and random state), but these are typically associated with 
XGBoost’s hyperparameters.  
  

  
  

Figure 15: Implemented Models        

The machine learning model is being trained on the dataset. The line fits train each model 
using the training features (train[predictors]) and the corresponding target variable 
(train[’Target’]). The code snippet is shown in Figure 16.  

 

                                                Figure 16: Model Training 

6  Analysis of Results  
The classification report of each model was evaluated. Figure 17 shows the code snippet for 
the classification report of the Random Forest. The classification report uses the sklearn.metrics 
library.  
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                                          Figure 17: Random Forest Result  
  
Figure 18 shows the code snippet for the classification report of the Logistic Regression.  

  

  
  
Figure 18: Logistic Regression Result  

  
Figure 19 shows the code snippet classification report of the Decision Tree.  

  

  
                                                                                                     

Figure 19: Decision Tree Result  
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Figure 20 shows the code snippet classification report of the Support Vector Machine.  

  
  

                                             Figure 20: Support Vector Machine Result  
  
Figure 21 shows the code snippet classification report of the Extreme Gradient Boosting.  
  

  
  
Figure 21: Extreme Gradient Boosting Result  

  
6.1  Hyperparameter Tuning on the Best Model  
Figure 22 shows the code snippet of the hyperparameter tuning performed on the best model 
which is the Extreme Gradient Boosting.  
  

  
                      
                           Figure 22: Extreme Gradient Boosting Hyperparameter Tuning  
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Figure 23 shows the code snippet for the best hyperparameter tuning for the Extreme 
Gradient Boosting.  

  

                                           Figure 23: Best hyperparameter Selector  

Figure 24 shows the code snippet for the accuracy and precision of the hyperparameter 
tuning performed on extreme gradient boosting.  

 

Figure 24: Accuracy of the Extreme Gradient Boosting Hyper Parameter Tuning 

 
  


