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1 Introduction 
 

The system setup, software hardware specifications, and activities carried out for the 

implementation of the Research Project: Electricity Price Forecasting in the Ireland Day 

Ahead Market: A Machine Learning Approach are detailed in this configuration manual. 

Section 2 details the hardware configuration while Section 3 details the software 

configuration. Section 4 describes the data collection and Section 5 details the data 

preparation and transformation. Section 6 and 7 describes the implementation and results 

respectively. 

 

2 Hardware Configuration 

 

The Project was conduct on an HP ENVY System with the following configuration: 

Device name DESKTOP-NDMMB50 

Processor Intel(R) Core(TM) i7-10510U CPU @ 1.80GHz   2.30 GHz 

Installed RAM 16.0 GB (15.8 GB usable) 

System type 64-bit operating system, x64-based processor 

Pen and touch Pen and touch support with 10 touch points 

 

Edition Windows 11 Pro 

Version 22H2 

Installed on 4/4/2023 

OS build 22621.2861 

Experience Windows Feature Experience Pack 1000.22681.1000.0 

 

3 Software Configuration 

 

Python Programming language: this is an open-source language that one of the most widely 

used. For this project, we would be using the following python library to carry out various 

tasks: 

1. warnings: Python built-in library for issuing warning messages. 

2. os: Python built-in library for interacting with the operating system. 

3. pandas (pd): Data manipulation and analysis library. 

4. numpy (np): Numerical computing library. 

5. math: Python built-in library for mathematical operations. 

6. datetime (dt): Python built-in library for working with dates and times. 

7. matplotlib.pyplot as plt: Data visualization library. 

8. seaborn as sns: Statistical data visualization library based on Matplotlib. 

9. pprint: Pretty-print data structures. 

10. %matplotlib inline: IPython magic command for displaying plots inline. 
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11. sklearn.metrics: Metrics for evaluating machine learning models from scikit-learn. 

12. MinMaxScaler: Feature scaling for machine learning models. 

13. itertools.product: Efficiently generates Cartesian products. 

14. statsmodels.api as sm: Provides classes and functions for estimating and testing 

statistical models. 

15. tensorflow as tf: Open-source machine learning framework. 

16. tensorflow.keras.models: Neural network models API for TensorFlow. 

17. tensorflow.keras.layers: Keras layers for building neural networks. 

18. tensorflow.keras.optimizers: Optimizers for training Keras models. 

19. tensorflow.keras.losses: Loss functions for training Keras models. 

20. tensorflow.keras.metrics: Metrics for evaluating Keras models. 

21. cycle from itertools: Infinite iterators. 

22. plotly.offline as py: Plotly library for creating interactive plots. 

23. plotly.graph_objects as go: Plotly's graph objects for creating figures. 

24. plotly.express as px: High-level interface for creating various charts with Plotly. 

25. plotly.subplots: Create a subplot with Plotly. 

26. files from google.colab: Module for interacting with Google Colab file system. 

27. statsmodels.tsa.seasonal: Seasonal decomposition tools for time series analysis. 

28. statsmodels.tsa.stattools: Tools for time series analysis. 

29. keras.models (Sequential): Neural network models API for Keras. 

30. keras.layers (LSTM, Dense, Dropout, Conv1D, Input, Flatten): Keras layers for 

building neural networks. 

31. keras.optimizers (Adam): Optimizers for training Keras models. 

32. keras.losses (MeanSquaredError, MeanAbsoluteError): Loss functions for 

training Keras models. 

33. keras.metrics (RootMeanSquaredError, MeanAbsolutePercentageError): 

Metrics for evaluating Keras models. 

34. keras.callbacks (ModelCheckpoint, EarlyStopping): Callbacks for Keras models. 

 

         

 

Microsoft Excel: Excel is a spreadsheet application widely used for data cleaning, 

manipulation, and initial exploration due to its user-friendly interface. 

 

Google Collab: This cloud-based platform offers a collaborative environment for Python 

scripting, with the added benefits of free access to GPUs and ease of sharing, which enhances 

the computational capabilities and teamwork. 

 

 Tableau: Specialized in data visualization, Tableau provides intuitive and interactive 

dashboards that enable researchers to explore and present data in a visually compelling 

manner, thereby uncovering patterns and insights that might otherwise remain hidden.  

 

4 Data Collection 

The data for this project was gotten from the static report page of the Semepx website. see 

screenshot below: 
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Two data set were downloaded as seen in the screen shot below: 
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And there combined into one data set with only the ‘DAM’ auction data as seen below: 

 

 
 

 

5 Data Preparation and Transformation 

 

The data preparation steps include the following: 

First of all splitting the data 

 
 

Then normalizing the data: 

 

 
 

Afterwhich, the scaled data is prepared for the data models as seen in the screenshot below: 
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And then reshaping the train set for the LSTM model 

 

 
 

 

6 Model Implementation 

To run the LSTM model, this is the code for the single LSTM model: 
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Subsequent model are done by adding layers to the code, for stacked LSTM, see figure 

below: 
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To compare the result of the models, the code belwo is run: 

 
 

For MLP implementation, the similar architecture is used but with slight differences, 

First the input is reshaped for the MLP model 

 

 
 

 

 

Then model is then built, see the figure below: 
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Comparison for the MLP model is similar to that of the LSTM, just that the variables are 

changed. See the code below: 
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Lastly, for the CNN-LSTM model, the screenshot below shows the code for the first model 

implementation. Subsequentl model are built by adjusting the parameters of this model. 

 
 

 

 

7 Model Prediction and Result 

 

After the model is fit, the fiited model is used to make predictions. See the screenshot below 

to see how the model is loaded and used to make predictions: 

 

 
 

 

A plot of the actual vs residual is done with code snippet below: 
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Afterwards, the train and test is returned to it orignal values by inverse transformation; 

 

 
 

And then finally, the predicted data is evaluated, see screeshot below: 

 
 

 

 
 


