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1 Introduction 
 

This is the configuration manual describing guidelines on how to implement the research 

project which is ’Basketball Performance Prediction Models and Team Efficiency Factors’. 

The hardware, software requirements and how to run the code are specified in this report. 

 

2 Hardware Configuration 
 

The hardware requirements for the project are given below. 

• Processor: Intel(R) Core (TM) i7-7700HQ CPU @ 2.80GHz 2.81 GHz 

• RAM: 8GB to 16GB of RAM is usually preferred 

• Storage: 128/ 500 GB SSD 

• OS: Windows 10 Home Single Language version 20H2 

 

3 Software Configuration 
 

• Jupyter Notebook - Version: 6.4.6 

• Microsoft Excel 

• Python 
 

4 Environment Setup 

4.1 Setup Of Code 
 

• This section will describe the steps to set up the Project. Anaconda is downloaded and 

installed in the system. A new environment is created, and the latest packages are 

installed. Jupyter Notebook and CMD prompt for Anaconda is also installed. Installed 

tools are visible in Figure 2. 

• Once the installation is complete, launch Anaconda Navigator from the Start menu. 

Click on the Jupyter Notebook icon to launch the application. 
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Figure 1 Anaconda Navigator 

• Download python from official python website. 

• Once the installation is complete, check the version by using the command “python --

version”. 

 

 

Figure 2 Python Version 

 

• Open downloads Folder , find the folder named Basketball_Performance_Prediction 

• There are three python files and dataset folder that contains all datasets, Open the 

“Data_Processing” file and run the commands similarly do it for the rest of the two 

files. 

 

 
Figure 3 Folder Structure 
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5 Data Selection 
 

The dataset for this research topic was obtained from Kaggle , Game Data The dataset 

includes game data, teams involved, scores, game location etc., Secondly, Player data 

includes player information, position, weight, performance metrics. 

 

6 Implementation 

6.1 Data pre-processing 
 

• The three datasets are loaded and saved and are then converted to data frames using 

the panda's library as shown in Figure 4, these data frames are then combined and 

then stored in a dictionary called "team_data" as shown in Figure 5 
 

 

Figure 2 Load Data 

         

Figure 3 Combine Data 

    

             
 

Figure 6 Pre processed Data 

 

• Unwanted cells are removed and cells with null values are removed, as shown 

in Figure 5 and pre combined data is shown in Figure 6 

 

file:///C:/Users/karth/Downloads/,%20https:/www.kaggle.com/%20datasets/nathanlauga/nba-games/data
https://www.kaggle.com/datasets/justinas/nba-players-data/data
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Figure 4 Data Cleaning 

 

• The three datasets are then combined to form a single dataset as shown in 

Figure 7 

 

 
 

Figure 5 Combine Data 

 

• The cleaned data is then stored to a different file named 

“preprocessed_data.csv”. 

• Open the file named “ModlTraining.py”, here “preprocessed_data.csv” is 

opened and all the model training is done here. 

 

         
Figure 8 Influential Factors. 
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• Line number 79 of data_Preprocessing gives  the visualization as shown in Figure 8 

6.2 Hyper Parameterised Tuning 
 

• Hyperparameter tuning is done using the python library GridSearchCV, it trains 

the dataset on another data and evaluates its performance and then applied to the 

subset. This process is done to improve the performance of the model as shown 

in Figure 6. 

 

 

Figure 6 Hyper Parameter for Linear Regression 

• Similarly, it is done for decision tree and random forest. 

• Model Comparison metrics is done, three different comparison metrics are used 

here mae, rmse and mse. Basically, it is done to understand the best model that 

performs which can be found out from these metrics. 
 

 

Figure 7 Performance Comparison (using mse, mae, rmse) 

 

• After the comparison is done, it is then saved as a pickle file under the models folder. 
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6.3 User Input 
 

• From the previous step, we get linear regression model as the best performing. 

• Taking user input of specific year and team to do model evaluation onto the specified 

data which is most relevant. Which is shown in Figure 8. 

 

 

Figure 8 User Input 

 

• The true and predicted efficiency of the team which is chosen above using the user 

input is then calculated based on the number of wins, total games played, and model 

predictions. The following result is then stored as data frame named result as shown 

in Figure 9. 
 

 

Figure 9 Result 

 


