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1 Introduction 
 

This document will discuss the hardware, software requirement and system configuration 

needed for to carry out this research project. Below are the steps that need to be followed to 

create the deep learning model developed in this research project. 

 

2 System Configuration 

2.1 Local Machine 
 

Processor     Intel(R) Core(TM) i7-4600M CPU @ 2.90GHz   2.89 GHz 

Installed RAM     8.00 GB (7.88 GB usable) 

System type     64-bit operating system, x64-based processor 

 

Edition                Windows 10 Pro 

Version    22H2 

Installed on    4/16/2021 

OS build    19045.3803 

Experience    Windows Feature Experience Pack 1000.19053.1000.0 

 

 

 

 

 

 

 

 

3 Software Requirement 
 

The project is implemented using the programming language “Python”. The Coding was 

implemented on the local host in Jupyter notebook using Anaconda Navigator. The navigator 

can be used to open Jupyter notebook and run python code and retrieve images. 
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Figure 1: Anaconda Navigator 

 

 

4 Package Requirement  
 

 

• import pandas  

• import numpy  

• from tensorflow.keras.models import Sequential 

• from tensorflow.keras.layers import Dense, LSTM, GRU, Embedding 

• from sklearn.preprocessing import MinMaxScaler 

• from sklearn.model_selection import train_test_split 

• from tensorflow.keras.utils import to_categorical 

• import matplotlib.pyplot  

• import seaborn  

 

5 Dataset Description 
 

This project have two CSV files as a dataset; ”USD/INR.csv” and ”nifty50data.csv.” 

These files contain data, for the Nifty 50 stock market index and the USD to INR exchange 

rate. The ”nifty50data.csv” file provides information on the closing values of the Nifty 50 

index for days while the ”USD/INR.csv” file likely contains data on the closing prices of 

the USD to INR exchange rate from year 2012 to year 2022 . Nifty 50 data gathered from 

National stock exchange of India while USD/INR data taken from RBI official website . 

 

 

 

 

 

 



3 
 

 

 

6 Implementation 
 

6.1  Data Loading 
 

The toolkit used includes preprocessing and visualization tools like TensorFlow’s Keras 

for building network models and pandas for handling the data. Following that, we load 

the datasets "USD INR.csv" and "Nifty 50 data.csv" into pandas DataFrames with 

the ’Date’ column being set as the index. 

 
 

Figure 2: Data Loading And Merging  
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6.2 Data Scaling and Sequencing 

When it comes to preparing data the Nifty 50 index values and scaling the USD/INR 

exchange rate it’s important to transform datasets using the MinMaxScaler. This 

normalization process ensures that values are, within a range of 0 to 1. 

 

 
 

Figure 3 : Data Scaling and Sequencing 
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6.3 Model Building and Evolution  

During the process of building a model TensorFlows Keras API is utilized to create GRU 

and LSTM models. These models consist of one or more layers of GRU or LSTM followed 

by an output layer, for making predictions. To set the training objectives and optimization 

method the models employ a combination of squared error loss and the Adam optimizer. 

 

 
 

Figure 4: Model Building and Evaluation  
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6.4 Hyperparameter Tuning 

 

This iterative process involves making repeated changes, to parameters such as the number 

of units in GRU or LSTM layers the sequence length and other important variables. 

The main objective is to identify the combination of hyperparameters that can enhance 

model accuracy and effectiveness across scenarios. 

 

 

 
 

Figure 5 : Hyperparameter Tunning  
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6.5 Ensemble Model Evaluation 

 

Ensemble modeling a  concept, in this project demonstrated its ability to enhance estimations. 

Combining the outcomes of both the GRU and LSTM models resulted in an MSE of 0.2607, 

MAE of 0.5000 and an R squared value of 0.0429. Remarkably the ensemble model 

outperformed each model in terms of MSE indicating an improvement in prediction accuracy. 

 

 

 
 

Figure 6 : Ensemble Model Evaluation  
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