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Predicting Stock Market Trends Using Econimic
Variables and Machine Learning

Niraj Nidan
x22133275

Abstract

This project aims to address the challenge of predicting time series in the realm
particularly for exchange rates and market indices. Advanced deep learning tech-
niques such, as Graph Recurrent Networks (GRN) Gated Recurrent Units (GRU)
and Long Short Term Memory (LSTM) models are employed to enhance forecast-
ing models. Upon comparing the GRU and LSTM models it becomes evident that
the LSTM model performs better yielding predictions. Furthermore incorporating
Graph Recurrent Networks (GRN) into the research further improves performance
by considering connections within data. The ensemble model, which combines es-
timates from GRU, LSTM and GRN together demonstrates performance with a
squared error (MSE) of 0.2607. These innovative methods that leverage GRN and
RNN algorithms mark progress in time series forecasting for markets. In applic-
ations these models contribute to improved accuracy, in predictions enabling pro-
fessionals to manage risks and make strategic decisions. Going forward researchers
may explore tuning hyperparameters and amalgamating data from diverse sources
to enhance the models generality even further.

1 Introduction

The Indian stock market, a landscape has played a vital role, in the country economy
since its inception. Over the years it has undergone transformations mirroring the growth
of the nation’s economy. The methods used for analyzing and predicting the stock mar-
ket have evolved considerably with advancements, artificial intelligence (AI) and machine
learning (ML). Today investors and traders leverage computer techniques to make de-
cisions thereby enhancing market efficiency and effectiveness. The primary objective of
this project is to anticipate stock market trends in India. With growth over time India
now boasts the world’s largest stock market. Market fluctuations influenced by events
illustrate how economic factors, market sentiments and global dynamics interplay. Fol-
lowing the conclusion of the COVID 19 there has been an increased interest in the stock
market as individuals and institutions seek opportunities while navigating uncertainty.
The inspiration, for this project stems from recognizing the potential of Al and ML in as-
sisting buyers and traders with their decision making process.Because these technologies
have access, to volumes of data they have the potential to discover patterns, connections
and insights that may be overlooked by research methods. The objective of this project
is to enhance the precision of stock market predictions through the utilization of analyt-
ics. By doing it aims to provide market participants with information, for navigating the
numerous challenges posed by the Indian stock market.



1.1 Motivation and Project Background

Understanding the stock market can be quite challenging, due to its fluctuations and
intricate nature. This complexity makes it difficult for buyers, financial institutions and
lawmakers to grasp its workings. Over time Long Short Term Memory (LSTM) and Re-
current Neural Networks (RNN) have proven helpful in identifying trends in the market.
However despite their success these models have a limitation; they struggle to consider
the intricate relationships and interdependencies between stocks and economic factors.

The motivation behind this study stems from the realization that accurately pre-
dicting stock market trendss not a technical endeavor but also a crucial one for various
stakeholders. Investors rely on predictions to shape their plans while financial insti-
tutions leverage them to mitigate risks. Furthermore lawmakers utilize market studies
when crafting economic strategies. It is evident that precise stock market predictions can
be highly beneficial; however given the changing landscape there is a need to reevaluate
methods. This study embarks on a quest to address the challenges of predicting the stock
market by pushing for data analysis techniques. The rationale behind this approach lies
in recognizing that conventional models may excel at capturing changes but require assist-
ance in understanding the interactions, between different stocks and numerous economic
factors influencing market dynamics. The motivation, behind this project stemmed from
the desire to enhance the precision of stock market forecasts by utilizing data analysis
techniques. Recognizing the limitations of models this study explores the potential of
employing Graph Recurrent Networks (GRN) in addition to the commonly used Recur-
rent Neural Networks (RNN). Unlike models that primarily capture changes GRN offers
a fresh perspective by encompassing the intricate network of connections between stocks
and economic data.

Examining how the stock market has evolved since its inception in the 1800s provides
insights into its transformation over time. Traditional models have played a role in un-
derstanding trends and providing crucial information, on market dynamics. However as
markets have grown older and more complex it becomes imperative to enhance existing
methodologies. The unique context of this study lies in emphasizing the significance
of the stock market currently ranked as the largest globally. The Indian market holds
importance within todays landscape boasting a rich history marked by growth and ad-
aptation. Furthermore with increased interest and engagement following COVID 19,
accurate prediction models become more indispensable.

Incorporating USD/INR data, as a measure brings a dimension to this projects ana-
lysis. The exchange rate between the US Dollar and the Indian Rupee serves as an
indicator of the health of the economy shedding light on both the performance of the
Indian stock market and its connection to the global economy. By including this as-
pect in forecasting framework aim to enhance models ability to capture the multitude
of factors that influence market trends. Combining GRN and RNN in study is an effort
to improve prediction accuracy and uncover connections between stocks and economic
variables. What sets this project apart is its utilization of methods that acknowledge
how dynamic and intricate the stock market is, requiring an examination. Through this
research, goal is to contribute insights to discussions while providing stakeholders with
more precise tools, for navigating a complex and ever evolving stock market landscape.



1.2 Research Question

1. Can the inclusion of economic variables elevate the precision of stock market forecasts
when compared to conventional LSTM and RNN models?

2. To what extent can Graph Recurrent Networks (GRN) adeptly capture the complex
interconnections between stocks and economic variables, resulting in a substantial en-
hancement in prediction accuracy?

1.2.1 Sub Research question

a. How do Graph Recurrent Networks (GRN) differ from traditional LSTM and RNN
models in their approach to capturing temporal patterns ¢

b. What specific aspects of the complex interconnections between various stocks and eco-
nomic variables does GRN excel in capturing, and how does this contribute to enhanced
prediction accuracy ?

c. Can GRN outperform or complement LSTM and RNN models in scenarios where

the interdependencies among stocks and economic indicators play a pivotal role in market
dynamics?

1.3 Research Objective

Objective | Description

Obj 1 Investigate the Impact of Economic Variables on Fore-
casting Precision
Obj 2 Explore Graph Recurrent Networks (GRN) in Capturing
Interconnections
Obj 3 Compare Predictive Accuracy Across Models
Obj 4 Examine GRN’s Role in Complementing or Outperform-
ing Traditional Models
Obj 5 Provide Insights into Practical Applications and Limit-
ations

Table 1: Objectives

The primary objective of this research is to contribute towards an understanding of
predicting stock market trends in the Indian stock market. The aim is to provide in-
formation that can assist individuals in the sector with their decision making processes.
The technical report is well structured starting with Chapter 2s Literature Review, which
evaluates methodologies, for predicting time series in markets. Chapter 3 titled "Meth-
odology ” explains an approach that utilizes GRN, GRU and LSTM models to effectively
capture relationships. In Chapter 4 ”Design Specification ” the report delves into the
decision making process involved in building this project. Furthermore Chapter 5 show-
cases the Python code implementation that brings this approach to life. The development
process is elucidated in Chapter 6. Results and Discussion where performance measures
of trained models are presented and analyzed. Chapter 7 underscores the superiority and



practicality of these models, for predicting financial time series. Lastly chapter 8 talks
about conclusion and future work.

2 Related Work

As India forges its path on the global economic stage, the stock market becomes a captiv-
ating subject for predictive analytics. The distinctive challenges and opportunities posed
by India’s economic dynamics necessitate sophisticated tools to navigate the intricate
financial markets. Machine learning, with its prowess in discerning patterns and relation-
ships within vast datasets, emerges as a valuable ally in comprehending and forecasting
stock market trends amid the complexities of this burgeoning economic landscape. The
prominence of the Indian stock market as the world’s fifth-largest underscores the critical
importance of accurate predictions. Both domestic and international investors keenly
observe and participate in the Indian market, making precise forecasts essential for op-
timizing investment strategies. Machine learning, with its adaptability and capacity to
process vast amounts of historical and real-time data, holds the promise of enhancing the
accuracy of these predictions.In the context of India’s economic dynamism and its expand-
ing role in the global economy, the application of machine learning techniques becomes a
compelling avenue for financial analysts and researchers. The ever-evolving nature of the
Indian stock market, influenced by macroeconomic indicators, policy changes, and global
market shifts, demands predictive models that can swiftly adapt to changing conditions.
Machine learning, as a tool capable of learning from past data and identifying intricate
relationships, provides a nuanced approach to deciphering the multifaceted trends within
the Indian stock market Rathee and Aggarwal| (2022).In essence, the introduction to stock
market prediction and machine learning in the Indian context not only recognizes the eco-
nomic prowess and potential valuation of India but also acknowledges the imperative of
leveraging advanced technologies to navigate the complexities of its stock market. The
intersection of machine learning and the Indian stock market offers a captivating realm
for research, exploration, and the development of predictive models that can contribute
to more informed decision-making.

2.1 FEconomical Variables and Stock Market

Taking a look, at the relationship between economic factors and the stock market in the
Indian economy reveals a more intricate interaction than commonly believed. In their
study |Das and Pramod| (2023)) and Jareno et al. (2016) explore how data types, such
as the NASDAQ Index, NIFTY 50 Index and SENSEX Index can be used to predict
exchange rates the conversion rate with USD. Through Machine Learning, Deep Learn-
ing and Time Series Modeling techniques they conducted an analysis that demonstrates
the impact of the NASDAQ Index on exchange rates. This underscores the complexity
of these dynamics. Moreover Liu and Shrestha (2008) research highlights how fluctu-
ations in Yuan value against USD have effects on sectors like I'T. They also emphasize
the importance of forecasting when there are changes in foreign exchange rates by focus-
ing on variables like interest rates, inflation and export import trends. Building upon
this research work [Usmani et al. (2016]) delve into how factors such as GDP and GDP
per capita influence stock market prices for BSE 100 and Nifty 50 indices. Their study
employs association analysis and multiple regression to establish that GDP is the inde-
pendent variable, for both indices. Robotko et al.| (2023)) showcase how macroeconomic
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factors actively shape stock market movements. This comprehensive exploration of inter-
mediation emphasizes the importance of understanding it. It also suggests avenues, for
research, such as examining other macroeconomic factors like exchange rates, gold prices
and the balance of payments. |[Najaf and Najaf (n.d.)) contribute to this body of know-
ledge by investigating the relationship between profits and the exchange rate between the
rupee and the US dollar. Their findings indicate that Nifty returns and Exchange Rates
do not follow a distribution pattern and remain relatively stable over time same as|Wang
et al. (2021)) find out for USD/CNY. There is a correlation and a one way association
between returns and Exchange Rates. [Zhang) (2020) The research delves deeper into this
relationship exploring its impact on stock prices, business performance, dividends and
the competitiveness of companies in markets. Mishras study from 2004 |Mishra (2004)
provides insights into how the Indian stock market and foreign exchange market’re in-
terconnected and evolve over time. By employing Grangers Causality test and Vector
Auto Regression analysis Mishra demonstrates that both the exchange rate and interest
rate are influenced by factors; specifically changes, in money demand drive fluctuations
in the exchange rate. Interestingly no consistent link is found between exchange rate
returns and stock returns. |Cai et al.| (2017) highlights the nature of these connections.
The study emphasizes the significance of policymakers comprehending these interconnec-
tions and their potential impact, on factors |Chun et al. (2020)). These research papers
provide insights into the relationships between economic factors and the stock market.
Additionally they establish a foundation, which involves analytics.

2.2 Stock Market Prediction Using Deep Learning

Various approaches like Lu and Lul (2021)); Aggarwal and Saqib (2017) have been explored
in the realm of stock market prediction and machine learning techniques. Each approach
offers a perspective, on the challenges involved in predicting trends.Roman and Jameel
(1996)); | Jahan and Sajal (2018)) discuss the potential of data mining and machine learning
in forecasting stock prices. They specifically focus on utilizing networks (RNN) with time
series data showcasing a case study involving Advanced Micro Device (AMD) stock prices.
The models accuracy, its proximity to values and its applicability to volatile financial
instruments are highlighted. This comprehensive study [Ersin and Bildirici (2023) sheds
light on how machine learning methods have evolved for predicting stock prices.Expanding
the research further Lazcano et al.| (2023) delve into Deep Neural Networks (DNN) with
attention given to Long Short Term Memory (LSTM) and Graph Convolutional Networks
(GCNs). Their study centers around predicting time series particularly focusing on oil
prices. Through their approach that combines Bidirectional LSTM (BiLSTM) and GCN
they demonstrate results compared to traditional statistical methods, like AutoRegressive
Integrated Moving Average (ARIMA). The study delves into the architecture and design
of their proposed model highlighting its ability to effectively handle both temporal aspects
of data thereby enhancing prediction accuracy.The study, which involved conducting
tests demonstrates that the BILSTM GCN model holds promise in predicting economic
time series data/Chen et al.| (2023)) contribute to this evolving landscape by proposing
an approach, to forecasting stock trends that takes into account factors using visible
graphs and Graph Neural Networks (GNNs). The authors utilize visibility graphs to
transform time series data into networks because they recognize that standard models
struggle to capture long range correlations in stock returns. By combining charts with
GNN, the resulting system exhibits predictions of future stock trends as evidenced by



tests conducted on the China Securities Index 300 dataset. This innovative method not
excels at capturing long range correlations but also paves the way for advancements.
For instance it could serve as a foundation for exploring techniques to model long term
dependencies and incorporate stock information for a more comprehensive analysis. These
research papers narrate a story that highlights the adaptable nature of machine learning
approaches in stock market prediction. Each contribution provides perspectives and
valuable insights that enhance understanding of the relationship between economic factors
and machine learning, within the realm of financial forecasts.

2.3 Area Of Improvement

In contrast, to research projects this particular endeavor takes an approach by utilizing
economic factors and machine learning to identify trends in the stock market. It incorpor-
ates state of the art algorithms like Graph Recurrent Networks (GRN) and Long Short
Term Memory Recurrent Neural Networks (LSTM RNN). Although the initial data pro-
cessing follows patterns Duong et al|(2022); Binoy and Jos| (2022) as studies this project
introduces innovative elements such as the GRN and LSTM RNN algorithms. These al-
gorithms play a role in understanding temporal relationships within the data allowing us
to uncover trends in sequential and numerical information and improve predictive models.
Advanced GRN and LSTM RNN techniques are employed for data scaling and sequence
steps resulting in a dataset that’s well suited for training and analysis. Additionally an
ensemble modeling phase combines predictions from models (GRU, LSTM, GRN, LSTM
RNN) leveraging the strengths of each algorithm to enhance prediction performance.
These novel ideas, the combination of GRN and LSTM RNN algorithms address gaps
in current research practices and represent a significant advancement, towards accurate
stock market forecasting.Based on modeling visualizations, error analysis and hyperpara-
meter tuning it is evident that possess a deep understanding and have discovered the
most effective approaches to utilize these algorithms. This places study at the forefront
of analytics.

The research conducted shows that machine learning plays a role, in understanding
and predicting stock market movements in India’s changing economic landscape. It em-
phasizes the need for prediction models by illustrating the connection between economic
factors and fluctuations in the stock market. The study also highlights the significance
of learning techniques like LSTM and GRN algorithms and their impact on stock market
prediction methodologies. These advancements not enhance forecasting accuracy. Also
deepen our understanding of how financial data is temporally linked. Overall there is an
opportunity for exploration, at the intersection of machine learning and the Indian stock
market which could potentially lead to improved market comprehension and decision
making.

3 Research Methodology

This project have two CSV files as a dataset; ”USD/INR.csv” and "nifty50data.csv.”
These files contain data, for the Nifty 50 stock market index and the USD to INR exchange
rate. The "niftyb0data.csv” file provides information on the closing values of the Nifty 50
index for days while the ”USD/INR.csv” file likely contains data on the closing prices of
the USD to INR exchange rate from year 2012 to year 2022 . Nifty 50 data gathered from
National stock exchange of India while USD/INR data taken from RBI official website .
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Figure 1: Methodology

3.1 Data Preparation

In the stage of preparing the data, two CSV files, ”USD INR.csv” and "nifty_50_data.csv,”
have been taken and loaded into separate Pandas DataFrames. By merging these Data-
Frames based on the ”Date” field, created DataFrame called ”data.” To ensure accuracy,
any rows with missing values are excluded from this combined dataset. This systematic
approach results in a cohesive dataset that forms a foundation for future modeling and
analysis.

3.2 Data Scaling and Sequencing

After the original data preparation, the MinMaxScaler from sci-kit-learn is used to scale
the numerical data in the merged_data DataFrame between 0 and 1. This makes sure
that the numbers are consistent and accessible to compare. Then, for the GRU and
LSTM models, data sequences are created by choosing a sequence length, like 50, and
taking subsequences from the scaled dataset that match. Because they show how the data
changes over time, these sequential data sets are essential for training recurrent neural
network models like GRU and LSTM. All of these steps work together to create a dataset
that has already been cleaned up and is ready to be trained on and analysed in the next
steps of the workflow.

3.3 Train-Test Split

The dataset that has preprocessing is divided into groups, during the Train Test Split
step. Typically this division involves creating three groups; one group is utilized for
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training machine learning models another group is used to tune the models parameters
and the final group serves as a test set to evaluate the models performance on unseen
data. This separation ensures that the models are trained on data their settings are
carefully adjusted for performance and they are ultimately tested on separate data to
assess their ability to generalize. The specific distribution of data among these sets is
typically determined based on practices and the requirements of the modeling task, at

hand.

3.4 Model Building

During the process of building a model TensorFlows Keras API is utilized to create GRU
and LSTM models. These models consist of one or more layers of GRU or LSTM followed
by an output layer, for making predictions. To set the training objectives and optim-
ization method the models employ a combination of squared error loss and the Adam
optimizer. Subsequently the models are trained using a training dataset. Evaluated
using a validation set to assess their performance. The model parameters are adjusted
iteratively during this training and validation process in order to minimize the loss func-
tion. This enables the models to apply patterns from the training data to cases that they
haven’t encountered before. The utilization of GRU or LSTM layers as the specific design
approach depends on factors such, as the data itself and the objectives of the modeling
task. Finally predictions are. Assessed based on these trained models.

3.5 Prediction using GRU and LSTM model

In the Prediction and Evaluation step utilize the trained GRU and LSTM models to make
predictions, on the test dataset. Subsequently various measures are employed to assess the
performance of each model including Mean Squared Error (MSE) Mean Absolute Error
(MAE) and R squared. These metrics provide indications of how the models align with
the actual values in the test dataset allowing us to gauge their accuracy and precision.
MSE measures the squared difference between predicted and actual values while MAE
calculates the absolute difference. R squared indicates how much of the variation in the
variable can be explained by models. This comprehensive evaluation helps us gain insights
into performance of the GRU and LSTM models, on test data well as their predictive
capabilities.

3.6 Ensemble Modelling

During the Ensemble Modeling phase the GRU and LSTM models outcomes are combined
to create a model. This collaborative approach aims to leverage the features of each model
potentially enhancing the accuracy of predictions. The models forecasts are then evalu-
ated using metrics, like R squared Mean Squared Error (MSE) and Mean Absolute Error
(MAE). This analysis compares the model with the GRU and LSTM models exploring
whether their combination leads to improved accuracy and reliability, in predictions.

3.7 Visualization and Error Analysis

In the Visualisation and Error Analysis step visually compare the estimates provided by
the GRU, LSTM and models, with the labels. This comparison allows us to assess how



well each model aligns with real world data. Additionally examine prediction errors in
detail. Illustrate them graphically to understand their distribution. Through this study
one can identify trends, differences and potential areas for improvement in the models.
By examining these mistakes researchers gain an understanding of the strengths and
weaknesses of each model enabling them to make more informed judgments, about their
predictive abilities.

3.8 Hyperparameter Tuning

During the Hyperparameter Tuning phase it is recommended to experiment with hy-
perparameter configurations in order to improve the performance of the models. This
iterative process involves making repeated changes, to parameters such as the number
of units in GRU or LSTM layers the sequence length and other important variables.
The main objective is to identify the combination of hyperparameters that can enhance
model accuracy and effectiveness across scenarios. Researchers can refine their models
by utilizing performance metrics and validation outcomes as guidance, for conducting
experiments aimed at improving prediction capabilities.

Finally the method presented involves utilizing network models, for analyzing time
series data and making predictions. This approach offers an well structured process
starting from the inclusion and preparation of the dataset to constructing, training and
evaluating the model. By examining the effectiveness of GRU, LSTM and models through
comparisons with labels and studying the results, visualizations and error analysis valu-
able insights can be gained. To enhance this study further additional efforts can be made
to explore designs incorporate more features or employ sophisticated ensemble methods.
Continuously tuning hyperparameters and exploring deep learning techniques may also
lead to improved prediction accuracy. This comprehensive approach lays a foundation,
for research endeavors aimed at enhancing time series prediction capabilities.

4 Design Specification

The primary objective of this project is to develop models, for predicting time series in
the domain specifically targeting exchange rates and market indices. Utilizing Graph Re-
current Networks (GRN) Gated Recurrent Unit (GRU) and Long Short Term Memory
(LSTM) models to enhance prediction accuracy. By combining GRN and comparing
GRU and LSTM aim is to gain insights into the dynamics, within financial data.
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Figure 2: Design Specification

5 Implementation and Results

Drawing upon the foundation established in the literature review the implementation
section outlines a step, by step process that was undertaken to address the research
questions and objectives. This section explore how various algorithms, such as GRU and
LSTM were practically applied to predict financial time series, also discuss the steps taken
for data preparation scaling techniques employed model construction and evaluate these
models using performance metrics. This implementation section acts as a bridge between
the conceptualization of the research, in chapters and the tangible outcomes discussed in
the results and discussion section. It aims to provide readers with an understanding of
how proposed methodology’s translated into actionable steps.

5.1 Data Loading

The toolkit used includes preprocessing and visualization tools like TensorFlow’s Keras
for building network models and pandas for handling the data. Following that, load the
datasets "USD INR.csv" and "Nifty_50_data.csv" into pandas DataFrames with the
'Date’ column being set as the index. To combine both datasets based on their 'Date’
values, an inner join is performed, resulting in a merged_data DataFrameFigure 3| This
merged dataset allows for an analysis of both 50 stock market data and USD/INR ex-
change rates by aligning observations with similar date entries. Integrating time series
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data with dates is crucial for conducting analyses.

Open_x High_x Low x Close_x Open_y High y Low y Close y

Date
02-01-2012 53.080008 653.330002 53.080008 53.00700D 454020 4845905 458805 48387
03-01-2012 53.28B000 G53.28R000 53.040900 S53.70R000 4675.80 4772.10 467580 47853
04-01-2012 53.200000 G53.200000 52.34000F 53.040000 477405 473285 472885 474085
05-01-2012 53.040001 53.040001 52608002 52.84P0BE 4748.00 477850 473015 47409
06-01-2012 52750008 G52.8350000 52500008 52750008 472415 470400 468885 47541

Figure 3: Merged Data

5.2 Data Scaling and Sequencing

When it comes to preparing data the Nifty 50 index values and scaling the USD/INR
exchange rate it’s important to transform datasets using the MinMaxScaler. This nor-
malization process ensures that values are, within a range of 0 to 1 as shown in Fig-
ure [dwhich’s necessary for using them in machine learning models.By visualizing the
trended scaled exchange rate and index values over time financial analysts and model
practitioners can gain insights into how these variables behave. This topic provides a
concise yet understanding of the steps involved in pretreating financial data and offers

valuable information, for analyzing scaled financial variables.
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Figure 4: Scaled Data
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5.3 Creating sequences, seeing things in 3D, and training the
GRN model for time series analysis in finance

Sequences, in this approach are created by scaling data visualized in a 3D format and
then utilized to train a Graph Recurrent Network (GRN) model. The initial step involves
determining the length of the sequence and generating patterns for training and testing
purposes. Subsequently using Matplotlib, a 3D representation is presented to showcase
the trajectories of features within each order. Following this the patterns are divided into
sets for training, validation and testing. From these sets both features and targets are
extracted with target variables being one hot encoded—this encoding proves beneficial
when dealing with data such as Nifty index values. Finally TensorFlows Keras API is
employed to construct a GRN model comprising GRU layers and a dense output layer.
The model is assembled using the Adam optimizer along with error loss function. It
then undergoes training for 100 iterations utilizing both training and test data. This
comprehensive process encompasses everything from sequence creation to GRN model
training thereby facilitating time series analysis, in data As shown in Figure [5

nnnnn

Figure 5: GRN and RNN Prediction

5.4 Evaluating the Performance of the GRU and LSTM Models

In this code snippet, utilized three metrics to compare the performance of the Graph
Recurrent Network (GRU) and Long Short Term Memory (LSTM) models in forecasting
Nifty values. These metrics include Mean Squared Error (MSE), Mean Absolute Error
(MAE), and R-squared. This evaluate both models’ predictions against test labels (y_test)
to assess the accuracy and effectiveness of each model in making predictionsAs shown in
Figure [6].

For the GRU model, the MAE is 0.524, MSE is 0.525, and the R-squared value is ap-
proximately 1.099. Similarly, for the LSTM model, both MSE and MAE are 0.5, with an
R-squared value of around 1.0001. Collectively, these measures provide an understanding
of how the GRU and LSTM models forecast Nifty values. A negative R-squared suggests
that these models may not be fitting the data optimally, indicating a need for research
or model tuning.
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Figure 6: Metrics Value

5.5 GRU’s predictions and the actual labels for Nifty

This scatter plot that allows to visually compare the estimates made by the Graph Re-
current Network (GRU) model with the labels (y_test) for values Figure 7l The x-axis
represents the labels, while the y-axis represents the forecasts made by the GRU model.
Each data point on the plot corresponds to a piece of information. The scatter points are
highlighted in blue, have a border, while a red dashed line indicates perfect prediction
when the actual values match the expected ones.

This image demonstrates how well the model’s forecasts align with the numbers,
providing a convenient and efficient way to evaluate its accuracy. Deviations from the
forecast line indicate areas where the model may make insufficient predictions. Scatter
plots like this are valuable for assessing the model’s performance and identifying any
patterns or trends they reveal.

GRU Model Predictions vs Actual Labels

@ GRU Predictions
--- Ideal Prediction

Figure 7: GRU Model vs Actual Model
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5.6 Visualization of LSTM Predictions

Using the provided Python code, created a scatter plot that visually compares the results
of the LSTM model with the labels. On the x-axis of this plot, the labels (y_test_flat),
while on the y-axis, the LSTM estimates (rnn_predictions_flat). Additionally, there is a
dashed line in the plot that represents a scenario where the real labels perfectly match
the expected values. The title of this plot is "LSTM Model Predictions vs Actual Labels”
Figure |8l labeled the x-axis as ”Labels” and the y-axis as " LSTM Predictions”. To distin-
guish between LSTM forecasts and ideal predictions, a legend has been added. Grid lines,
with a dashed style and 0.5 clarity, are included to facilitate comprehension.By examin-
ing this image, one can assess how accurately the LSTM model predicted its target values.

LSTM Medel Predictions vs Actual Labels

- © LSTM Predictions
00 e -~ Ideal Prediction

0.0 0z 04 06 08 10
Actual Labels

Figure 8: LSTM Model Vs Actual Model Prediction

5.7 A line plot of the GRU’s predictions and the real labels

This type of line plot Figure [J]similar, to a scatter plot provides insights into the perform-
ance of the model over time. It showcases areas where the predictions were accurate and
highlights discrepancies. Stakeholders seeking to comprehend the models functionality
and its effectiveness in capturing data fluctuations can find value in these representations.

Figure 9: Labels Over Time GRU

Comparison of LSTM Predictions and Actual Labels for Nifty Values Over Time Using
a Line Plot;to discussion on GRU plots this line graph Figure [10] aids in understanding
how the LSTM model operates over time by illustrating its ability to depict changes in
financial data accurately. Such visualizations assist stakeholders in assessing the models
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accuracy and identifying any patterns or trends, within its statements.
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Figure 10: Labels Over Time LSTM

5.8 Error distributions for the GRU and LSTM models of Nifty

This piece of code generates a graph that visually compares the predictions of the Graph
Recurrent Network (GRU) and Long Short Term Memory (LSTM) models, in forecasting
values. To identify forecast errors subtract the labels, from their corresponding model
estimates. The histogram illustrates the frequency of prediction errors with each bin
representing a range of mistakes. In Figure [11| The orange bars indicate errors made by
the LSTM model while the blue bars represent errors made by the GRU model. This
visual representation provides an overview of how the models performed, revealing where
and to what extent mistakes occurred. It allows for an assessment of their prediction
accuracy.

Error Distribution for GRU and LSTM Models

200 == GRU Errors

prediction Error

Figure 11: Error Distribution

5.9 Pattern Recognition with Recurrent Neural Networks (RNN5s)

To construct a network that incorporates repeated layers, in both GRU and LSTM designs
utilize a model. The GRU or LSTM layer plays a role as it seeks correlations within
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the raw data. Following these layer serving as the output layer for producing the final
estimates. To assemble the models employ the Adam algorithm. Mean error. Depending
on the complexity desired for the model and how the data is structured so the flexibility
to adjust the number of units within the layer. These models prove valuable when it
comes to grasping patterns and relationships, in data.

5.10 Ensemble Model Evaluation: Scatter Plot

On this scatter plotFigure [12] results of the model (ensemble_predictions) alongside the
labels (y_test_flat). The x coordinate represents the label while the y coordinate represents
the corresponding forecast made by the ensemble. Points that are close, to the dashed line
indicate a likelihood of accurate estimation and alignment between predicted and actual
values. This information helps determine the accuracy of your predictions. To enhance
clarity we’ve set the alpha parameter to 0.5. Included markers, for context. This visual
analysis demonstrates how effectively the ensemble model performed.

Ensemble Model Predictions vs Actual Labels
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Figure 12: Ensemble Model

6 Evaluation

The progress made on this project showed a well-thought-out and reliable way to carry
out plans. Starting with carefully preparing the data, combining the USD-INR and Nifty
50 files created using a single base for analysis possible. Using GRU and LSTM models
with TensorFlow’s Keras API showed a strong focus on utilising advanced deep learning
architectures. The ensemble modelling method, which combined the benefits of both
models, led to better prediction performance. Visualisation and error analysis were used
along with the iterative training and evaluation steps to help figure out what the model’s
strengths and flaws were. Tuning hyperparameters and looking into different setups
showed a dedication to improving model accuracy and generalisation. Using GRU and
LSTM algorithms to find temporal relationships showed a more complex understanding
of how time series change. The Python code fragments made it easy to follow along
with the whole process, which made it easier to repeat. The project became even more
complex when new functions like GRN and RNN were added. These efforts paid off
when the evaluation metrics, scatter plots, and error distribution histograms showed
how well the models worked. This led to the creating of an ensemble model that did
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better in some measures than the individual models. This development journey filled in
gaps in previous research and made the project stand out as a unique addition to the
field, showing a thorough and well-thought-out approach to time series prediction. The
ensemble model was carefully examined. It is worth mentioning that the GRU model
had an R-squared value of -1.9714, an MSE of 0.7428, and an MAE of 0.7018 under
its measures. The LSTM model, on the other hand, had an MSE of 0.4953, an MAE
of 0.5000, and an R-squared value of -0.9813. Visualisation and error distribution plots
were used to look more closely at these results, which showed what the models did well
and what they could do better.

7 Result and Discuss

7.1 Performance Metrics Evaluation

The section of this project known as ”Results and Discussion” presents an analysis of how
the approach performed and its implications. The prediction models, primarily utilizing
GRU and LSTM designs underwent examination using evaluation metrics such, as R
squared Mean Squared Error (MSE) and Mean Absolute Error (MAE). The GRU model
yielded an MSE value of 0.7428, an MAE value of 0.7018 and an R squared value of
1.9714. Conversely the LSTM model displayed an MSE value of 0.4953 an MAE value of
0.5000 and an R squared value of 0.9813. Although the negative R squared values indicate
challenges, in fitting the model to the data a comparison suggests that the LSTM model
performed better with MSE and similar MAE.

Model MSE MAE R-squared
GRU 0.7428 Q7013 -1.9714
LSTM 0.4953 0.5000 -0.9313
Ensemble 0.2607 0.5000 -0.0429

Figure 13: Metrics Results

7.2 Ensemble Modeling and Evaluation

Ensemble modeling a concept, in this project has demonstrated its ability to enhance
estimates. Combining the results of the GRU and LSTM models yielded an MSE of
0.2607, an MAE of 0.5000 and an R squared value of 0.0429 as shown in Figure [13] .Sur-
prisingly the ensemble model outperformed both models in terms of MSE indicating an
improvement in prediction accuracy. The R squared value indicated a fit compared to
the individual models but still highlighted areas for potential enhancement. The models
capacity to compensate for shortcomings in models underscores its importance in achiev-
ing more precise and equitable predictions. Visualizations played a role in enhancing
understanding of model behavior well. Scatter plots comparing predicted values with
labels revealed patterns for both the GRU and LSTM models. Additionally line plots
depicting changes in predictions and true labels over time provided insights into how
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the models evolved. This combination of analysis complemented measures effectively, by
offering a more comprehensive view of model performance and pinpointing areas where
further improvements could be made.

7.3 Discussion on GRN and RNN Algorithms

Ensemble modeling a fascinating new concept, in this project demonstrated its ability
to enhance estimations. Combining the outcomes of both the GRU and LSTM models
resulted in an MSE of 0.2607, an MAE of 0.5000 and an R squared value of 0.0429.
Remarkably the ensemble model outperformed each model in terms of MSE indicating
an improvement in prediction accuracy. The R squared value indicated a fitting com-
pared to the individual models but also highlighted room for further enhancement. The
capacity of the model to compensate for weaknesses in models emphasizes its significance
in generating more precise and equitable predictions. Utilizing visualizations further en-
hanced understanding of model behaviors. Scatter plots comparing predicted values with
labels revealed patterns for both the GRU and LSTM models. Additionally line plots
depicting changes in predictions and authentic labels over time illustrated how the models
evolved. This comparative visual analysis complemented the measurements by providing
an overview of model performance while pinpointing areas, for refinement.

8 Conclusion and Future Work

This project has presented an comprehensive approach, to forecasting time series data in
the realm of financial information like exchange rates and market prices. By leveraging
neural networks such as GRU and LSTM models along with the concept of ensemble mod-
eling gained valuable insights into the predictive capabilities of these algorithms. Through
evaluations and detailed visualizations compared models and ensemble approaches to
identify their strengths and areas for improvement. Despite encountering some chal-
lenges indicated by R squared values project highlights the utility of LSTM models espe-
cially when combined with ensemble modeling techniques. This research is instrumental
in advancing time series prediction methodologies by enhancing understanding of errors
and the dynamic nature of time. Looking ahead to endeavors there are avenues worth
exploring. Firstly delving deeper into hyperparameter tuning could yield performance im-
provements in models. Incorporating deep learning architectures or attention mechanisms
may facilitate capturing intricate temporal relationships more effectively. Additionally
enriching the model with a range of indicators and external factors would enhance its
applicability, in real world scenarios. By incorporating data from events or analyzing
mood the models could gain insights that may aid in understanding how news or global
occurrences impact financial markets. The projects software and methodologies are open,
to anyone in collaborating and experimenting with approaches. This provides a found-
ation for researchers to build upon and enhance. In summary this project establishes a
groundwork for advancements in time series prediction within the financial realm. Both
researchers and practitioners can benefit from this resource as it offers methodologies,
precise code and comprehensive studies. As the field continues to evolve the findings and
techniques presented here enable exploration and enhancement of modeling, for complex
financial time series data
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