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1 Introduction

This project has multiple phases: Business Understanding and Data Collection is the
first, then Data Preparation, Data Exploration, Model Development, Model Evaluation,
and Model Deployment. Model development, data handling, and analysis are tasks that
are necessary for a good project outcome. Google Colab notebook will be used as the
main tool throughout the entire process stage in order to fulfill the project’s objectives.
Every step of the process will include the use of Python libraries, such as ‘numpy’ and
‘pandas’ for data preprocessing, ‘matplotlib’ and ‘seaborn’ for data visualization, ‘sklearn’
for model creation, valuation, and optimization, and ‘shap’ for model interpretation.

2 Environment

2.1 Hardware Requirements

Depending on the volume of data and the type of data to be processed, the required
configuration may be different. In this project, the tabular data processed is about
3.7Mb, the key configuration is shown as Table 1. In this study, the software used is
mainly Google with Google Colab.

Table 1: System Configuration

Processor 2.7 GHz Dual-Core Intel Core i5
Memory 8 GB 1867 MHz DDR3
System type 64-bit operating system, x64-based processor

2.2 Software Requirements

In this study, the key software used is Google to access Google Colab. Google Colab serves
as an outstanding platform for writing and executing arbitrary python code through the
browser, it offer free GPU & CPU computational resources with some specification as
Table 2 below:

Table 2: Colab Specification

CPU Intel(R) Xeon(R) CPU @ 2.20GHz
Memory 12 GB GDDR5 VRAM
Runtimes Up to 12 hours

1



3 Data Collection

The purpose of the dataset is to assist the bank in forecasting which customers are most
likely to leave based on account activity and demographic data gathered from Kaggle
(Kaggle; 2019).

The following process flow for completing data mining projects adheres to the CRISP-
DM (Cross Industry Standard Process for Data Mining) Schröer et al. (2021), which will
be tailored to the specific needs of the bank.

4 Data Preparation

4.1 Importing Libraries

The Figure 1 displays python libraries need to be installed to Colab environment including
catboost, xgboost, tensorlow, scikreras and keras. More specifically, catboost and xgboost
are for catboost and xgboost classifier development, tensorlow, scikreras and keras are
for building and optimize the ANN.

Figure 1: Installed libraries

The library needs to be available before starting the project illustrated in Fugure 2. In
addition to libraries used for model development, libraries supporting data preprocessing,
visualization, data exploratory and model evaluation were also called.

Figure 2: Imported libraries
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4.2 Data import

The code to reading the dataset and data shape is shown in Figure 3. The output
displayed that the input data has 23,382 rows and 21 columns.

Figure 3: Import dataset and display first five rows

4.3 Data pre-processing

Duplication check is shown in the Figure 4. Duplication check should be conducted so
that other stages of pre-processing such as missing value imputation will not impacted
by duplicated values.

Figure 4: Check duplidation

Figure 5 displays the code to count the number of unique value of all columns. This
stage is to support for categorize feature into numerical and categorical properly.
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Figure 5: Check duplidation

Some columns unnecessary or inadequate information would be removed out of the
dataset, illustrated in Figure 6. Specifically, the ‘customer id’ is the unique key of the
data, the ‘last transaction’ actually displayed the date, but the dataset’s author did not
provide any more information about this column so that other feature could be acquired
by using it. Similarly, the ‘city’ and ‘branch code’ have also been removed because of
inadequate information.

Figure 6: Dropping unnecessary columns

Figure 7 displays some basic information of continuous variables such as mean, max
and median to knowledge about the range value of every single feature before conducting
next stages.

4



Figure 7: Descriptive analysis

Figure 8 is illustrating the stage of categorizing features based on the number of
unique values of every single features. In this project, the features with over 5 unique
values would be defined as numeric variables, the others are categorical variables.

Figure 8: Categorizing features

The outcome of categorizing features is illustrating in the Figure 9. After removing 4
unnecessary columns, the sample data remains 14 numerical variables and 4 categorical
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variables.

Figure 9: Categorized output

Figure 10 describe the code to execute which attributes containing missing values and
values they had been imputed. In this case, ‘gender’ and ‘occupation’ are categorical
variables that would be imputed by ‘unknow’ or ‘other’ value, meanwhile missed value of
‘dependents’ would be filled by itself median value.

Figure 10: Missing value imputation

After imputing values missed, the output in Figure 11 displayed the imputation cor-
rectly.
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Figure 11: Missing value imputation check

The five features include ‘balance difference’, ‘credit utilization ratio’, ‘debit credit ratio’,
‘balance change percentage’ and ‘avg monthly balance change’ have been created and
their column name have also added to the numeric variable list, as shown in the Figure
12.

Figure 12: Creating new features

4.4 Univariate analysis

The Figure 13 is the code to plot the percentage of churners and non-churners. The
output shows that the percentage of churner is 18.53% (5260 churn cases out of 28382)
and the percentage of ‘non-churner’ is 81.47% (23122 NOT churn cases out of 28382).

Figure 13: Plot the proportion of the target variable
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Figure 14 displays some basic information of continuous variables under data-frame.

Figure 14: Displaying the descriptive analysis output under data-frame

Figure 15 illustrates the code to execute distribution of every single feature.

Figure 15: Plotting distribution of every single feature

Box plots provide a quick visual summary of the variability of values towards the target
variable ‘churn’. Figure 16 is displaying the executing the importance of customer’s age
against churn decision.

Figure 16: Executing boxplot of churn and customers’ age

Figure 17 describes the code to execute the importance of customer’s vintage against
churn decision.

Figure 17: Executing boxplot of churn and customers’ vintage
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Figure 18 is to displays the difference in the histogram of customer’s age between the
churn rate among different age groups.

Figure 18: Executing distribution of customer ages between two classes of churn

Figure 19 is to displays the distribution of two classes of churn in customer gender by
using bar plot.

Figure 19: Executing distribution of two classes of churn in customer gender

Figure 20 is to illustrate the distribution of two classes of churn in occupation by
using bar plot.

Figure 20: Executing distribution of churners and non-churners in customer occupation

Figure 21 is executing the bar plot of customer networth segment toward churners
and non-chuners.

Figure 21: Bar plot of customers’ networth and churn
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4.5 Multivariate analysis

The Pearson correlation analysis to figure out the internal relationship between independ-
ent features is displayed in Figure 22.

Figure 22: Pearson correlation executing

Figure 23 is to visualize the Pearson correlation analysis.

Figure 23: Pearson correlation matrix executing

4.6 Transformation

Figure 24 is to use One-hot coding to transform categorical features into binary variables.

Figure 24: One-hot coding

Dropping original categorical features after using One-hot coding to transform, as
shown by Figure 25.

Figure 25: Dropping original categorical features

Figure 26 is to do sampling by using Min max scaler and split the dataset into training
set and testing set with A cutoff ratio of 70% and 30%. There are two set of training
data generated, one with sampling and one without sampling. The purpose is to observe
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the performance between using and non-using sampling. ‘Stratify’ is set to make sure the
churn rate between training set and testing set equally.

Figure 26: Sampling and splitting data into training set and testing set

5 Modelling and Evaluation

5.1 Baseline training

Figure 27 is displaying the function setting up for baseline training. The purpose of
baseline training is to get an overview how effective each model works in certain problem
as well as the given dataset.

Figure 27: Baseline training function

Figure 28 is illustrating hyperparameters setting for baseline training of machine learn-
ing model, including xgboost, catboost and random forest. Most of the parameters is
default.
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Figure 28: Hyperparameting setting for baseline training

Figure 29 displays to execute the baseline training in dataset without sampling, in
this case, they are ‘X train’ and ‘X test’

Figure 29: Execute the baseline training

Figure 30 describe the result of baseline training base on measurements.

Figure 30: Baseline training results

Figure 31 compares visually the baseline training output by bar chart.

Figure 31: Visualize baseline training output

Figure 33 displays the code to execute the baseline training in dataset with applying
sampling.

12



Figure 32: Execute the baseline training

Figure 33 describe the result of baseline training to dataset with using sampling in
terms of measurements.

Figure 33: Execute the baseline training output

5.2 Hyperparameter tuning

Figure 34, 35 and 36 are setting the hyperparameter tuning process to maximise the f1
score for each classifier. The expected output is the set of hyperparameter having the
highest F1 score. Random Search CV has been using in this study.

Figure 34: Setting the measurement
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Figure 35: Setting the classifier

Figure 36: Setting hyperparameter for tuning

Executing to get the best set of hyperparameter, as shown in Figure 37. The output
of this stage is going to used for model training.

Figure 37: Executing the score

The highest F1 score and the best set of hyperparameter according to each classifier
are shown in Figure 38 and 39.

Figure 38: Best score of each model

Output from Figure 39 is going to be used in the model training stage.
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Figure 39: Executing the best set of hyperparameter

The similar to Figure 40, 41 and 42 are executing the hyperparameter to the dataset
with sampling, the highest F1 score and the best set of hyperparameter for each classifier.

Figure 40: Executing the hyperparameter tuning process

Figure 41: Highest F1 score of each classifier

Figure 42: Executing the best set of hyperparameter

After this step, the hyper-parameter tuning process stated that there is not significant
gap between the data with and without sampling. To serce for the purpose of model
interpretation, the dataset without sampling would be used as input at next stages.
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5.3 Catboost

Figures 43, 44, 45 and 46 display the Catboost training process and its model accuracy
in terms of AUC, F1 score, Recall, Precision and Accuracy.

Figure 43: Catboost classifier training

Figure 44: Model accuracy on testing set

Figure 45: Confusion matrix
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Figure 46: Model’s AUC

Figures 47, 48, 49 and 50 describe the implementation of SHAP explainer and its
corresponding output for interpreting the Catboost classifier.

Figure 47: SHAP value explanation
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Figure 48: SHAP value explanation

Figure 49: Displaying SHAP value explanation output

Figure 50: SHAP value explanation for specific observation

5.4 XGBoost

Figures 51, 52, 53 and 54 illustrate the training process of XGBoost classifier and the
obtained model accuracy in terms of AUC, F1 score, Recall, Precision and Accuracy.
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Figure 51: XGBoost classifier training

Figure 52: Model accuracy

Figure 53: Confusion matrix
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Figure 54: Model’s AUC

Figures 55, 56, 57 and 58 describe the execution of SHAP value explainer and its
outcome for interpreting XGBoost classifier.

Figure 55: SHAP value explanation
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Figure 56: SHAP value explanation

Figure 57: SHAP value explanation

Figure 58: SHAP value explanation for specific observation

5.5 Random Forest

The training procedure of the Random Forest classifier and the obtained model accuracy
in terms of AUC, F1 score, Recall, Precision, and Accuracy are shown in Figures 59, 60,
61 and 62.
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Figure 59: Random Forest classifier training

Figure 60: Random Forest classifier model accuracy

Figure 61: Confusion matrix
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Figure 62: Model’s AUC

Figures 63, 64, 65 and 66 describe the execution of SHAP value explainer and its
outcome for interpreting Random Forest classifier.

Figure 63: SHAP value explanation
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Figure 64: SHAP value explanation

Figure 65: SHAP value explanation

Figure 66: SHAP value explanation for specific observation

5.6 ANN

Figure 67 illustrate the function defined for Bayesian optimization, the function is to
maximize the performance based on input parameter. Input parameters illustrated in
Figure 67 and the outcome shown in Figure 69.
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Figure 67: Define function for Bayesian optimization

Parameters in terms of epochs and learning rate would be tuned as in Figure 67.
Because the limitation of computational resources, the chosen number of epochs has
been ranged from 100 to 200.

Figure 68: Parameters input for Bayesian optimization

Figure 69: Executing Bayesian optimization

Figure 70 displays the stage of defining the ANN sequential model and model archi-
tecture obtain in Figure 71.
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Figure 70: Define ANN sequential model

Figure 71: Execution of ANN model architecture

Figure ?? and 73 display the execution of the ANN sequential model. The ANN
model starts training and evaluating on testing set.
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Figure 72: Define ANN sequential model

Figure 73: Execution of ANN model architecture

The obtained model is applied to predict churn on testing set as shown in Figure 74.

Figure 74: Predicting in the test set

The training procedure of the ANN classifier and the obtained model accuracy in
terms of AUC, F1 score, Recall, Precision, and Accuracy are shown in Figures 75, 76 and
77.

Figure 75: Model performance
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Figure 76: Confustion matrix

Figure 77: Model AUC

Figures 78 and 79 describe the execution of SHAP value explainer and its outcome
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for interpreting Random Forest classifier.

Figure 78: Sample prediction’s explanation for ANN using SHAP in banking churn pre-
diction

Figure 79: Sample prediction’s explanation for ANN using SHAP in banking churn pre-
diction

6 Deployment

Obtained model is saved as described in Figure 80. The obtained then would be used for
deployment in personalized customer retention efforts.

Figure 80: Saving obtained model
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In Figure 81, it is assumed that mock data is up to date dataset obtained from the
bank. The data would be input to the pre-processing step and fed into the saved model
(in this case, xgboost classifier) for extracting the niche list, more specially, potential
churners as illustrated in Figure 82. Niche list is the customer id with remaked ‘1’.

Figure 81: Conducting pre-processing input data

Figure 82: Making prediction
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