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1 Introduction

This introduction provides an overview of the documentation for this research project. It
highlights all the necessary requirements and outlines the steps needed to run the project,
titled ’Harnessing Deep Learning for Proactive Detection of Security Threats in Android
OS’.

2 System Configuration

All of the system configurations used for the research are listed in this section.

2.1 Hardware Requirements

• OS: macOS Ventura 13.5

• Processor: Apple M1

• RAM: 16GB

2.2 Software Requirements

• Jupyter Notebook: This the web based interactive tools used for all the python
coding that is done in this project.

• Google Colab: This is a cloud-based tool by Google. This is used for python
coding which requires higher computation power.

• Gensim This is NLP tool

3 Setting up the Environment

I installed the required software like pandas, numpy, seaborn, matplotlib and scikit-learn
in Jupyter notebook using !pip install and some more software from conda environment.
conda install -c anaconda torch geometric,

conda install -c anaconda pytorch and conda install -c conda-forge gensim
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4 Data Pre-processing

The following sections outlines the steps involved in implementation:

4.1 Extracting Data

Step 1: I created function get all cves which accepts argument as number as shown in
code Figure 1. it is the content page number. In this function I called the API provided
by the National Vulnerability Database (n.d.). It is called in loop for fetching the all
JSON data from that URL with interval of 2000.

Figure 1: Function to extract CVE from API

Step 2: In this, I created the function extract vulnerabilities this function extracts
the JSON data to dataframe. In this step I’m extracting only required data from JSON. I
have created two function two extract two different format data as shown in code Figure 2
and Figure 3.

Step 3: In this, I created the function to extract vulnerabilities this function extracts
the JSON data to dataframe. In this step I’m extracting only required data from JSON. I
have created two function two extract two different format data as shown in code Figure 4.

Step 4: I used the CWE data that was downloaded from Common Vulnerabilities
and Exposures (n.d.) and mapped both the dataframe using left join on CWE-ID of first
dataframe as shown in code Figure 5 and combined code Figure 6.

4.2 Preparing data for GNN

The cleaned data underwent preprocessing, during which the date column was formatted.
Additionally, the base score, impact score, and exploitability score were encoded as shown
in Figure 7.The CVE description was encode using NLP technique like TF-IDF and
Word2Vec as shown in code snippet Figure 9 and Figure 11.

4.3 Preparing data for Random Forest

The same preprocessing was done for Random Forest with additional columns Severity
column was encoded with the proper format. The CVE description was encode using NLP
technique like TF-IDF and Word2Vec as shown in this code snippet Figure 12 Figure 13
and Figure 14.
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Figure 2: Function for extracting JSON data
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Figure 3: Function for extracting JSON data

Figure 4: Main function that call the API
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Figure 5: Extracted dataframe

Figure 6: Combine dataframe

Figure 7: Encoded data
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4.4 Preparing data for SVM

The same preprocessing was done for SVM as Random Forest as both requires sim-
ilar format. The CVE description was encode using NLP technique like TF-IDF and
Word2Vec. Figure 13

5 Upload Data to Google Drive

The preprocessed data was uploaded to Google Drive, which facilitated its integration
with Google Colab. This setup was utilized for building and running the model, lever-
aging Google Colab’s powerful computing resources and seamless access to data stored on
Google Drive. This approach allowed for efficient model development and testing, taking
advantage of Colab’s collaborative features and cloud-based environment to optimize the
machine learning workflow.

6 Implemented Models

In this implementation step, three different models were utilized. For each model, two
NLP techniques were employed: the first being TF-IDF and the second being Word2Vec.

6.1 Implementation of GNN

The final dataframe, integral to our analysis, was utilized in the code provided below.
This code is responsible for generating the nodes and edges essential for the Graph Neural
Network (GNN). Specifically, nodes and edges were created based on the relationship of
each Common Vulnerabilities and Exposures (CVE) entry to its corresponding Common
Weakness Enumeration (CWE-ID). As shown in below code Figure 8 and Graph Convo-
lutional Network (GCN) model type and is configured structured with a 16-dimensional
hidden space and Adam optimizer is used with a learning rate of 0.01. The loss function
is binary cross-entropy with logits (BCEWithLogitsLoss), which combines a sigmoid layer
and the BCE loss in one single class as mentioned in code Figure 10

Figure 8: GNN
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Figure 9: GNN NLP TF-IDF

Figure 10: GNN Model

Figure 11: GNN word2vec NLP
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6.2 Implementation of Random Forest

The final dataframe, In this implementation the data was cleaned and preprocessed so
in the below code I did combine the CVE description and related weakness ID to make
it a single text to pass through word2vec or TD-IDF process. Random Forest is set with
100 trees balancing computational efficiency with the ability to capture diverse patterns
in the data as shown in code Figure 13.

Figure 12: Random Forest Extract Data

Figure 13: Random Forest word2vec NLP

Figure 14: Random Forest Encoding

6.3 Implementation of SVM

In building SVM model, I made similar pre processing as Random Forest and the train
data and test data was exactly same then I trained as shown in this code below at
Figure 16. In SVM kernel is set to Linear because it aligns with nature of our data,
ensuring optimal separation and accuracy. I have also added the SVM performance and
it’s evaluation metrics results Figure 17.
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Figure 15: Random Forests Model

Figure 16: SVM Model

Figure 17: SVM Results
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