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1 Introduction

All the information required for replicating the study’s results in a particular environ-
ment is included in the configuration manual. Provided is a snapshot of the code for
all constructed models, exploratory data analysis, assessment, and data import and pre-
processing as well as essential hardware and tools.

The structure of the report is as follows: In Section 2, there is information on the
environment’s setup. Section 3 goes into depth on data collection. Section 4 covers
exploratory data analysis and data pre-processing. Section 5 contains information on
data splitting for the training and testing stages. Section 6 includes information on each
model developed, as well as findings and graphics.

2 Section 2

Information regarding the environment setup specifically required software and hardware
is mentioned in this section.

2.1 Hardware Requirement

The hardware requirement needed is shown in below Figures 1 and 2.

Figure 1: Hardware Requirement
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Figure 2: Software Requirement

2.2 Software Requirement

1. Python (Version 3.7.13)

2. PyCharm IDE (2022.3.1) - PyCharm is a popular integrated development environ-
ment (IDE) specifically designed for Python development. Developed by JetBrains,
PyCharm provides a robust and feature-rich environment for Python programmers,
offering tools to streamline the coding, testing, and debugging processes. The IDE
supports a wide range of Python frameworks, including Django, Flask, and more.
Key features include intelligent code completion, syntax highlighting, integrated
testing tools, version control integration (such as Git), and powerful debugging
capabilities JetBrains (2021).

3 Data Collection

The dataset was obtained from the Kaggle platform which is an open-source website CQI
Dataset: https://www.kaggle.com/datasets/volpatto/coffee-quality-database-from-cqi.
The dataset was in two different CSV files one file having data regarding Arabica coffee
and the other containing Robusta coffee data. For this study purpose, both files were
combined and the final dataset was renamed as ’Coffee’.

4 Data Exploration

To initiate the process of constructing a predictive model for coffee quality, essential
libraries are installed initially. Figure 3 displays a selection of standard libraries like
NumPy, matplotlib, pandas, and seaborn. These libraries are installed with their latest
versions to ensure up-to-date functionality and compatibility.
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Figure 3: Required Libraries

4.1 Loading Data

The dataset file is saved in CSV format. The dataset is imported to the PyCharm as
shown below in Figure 4.

Figure 4: Loading Data

4.2 Exploratory Data Analysis

The quality or the target variable distribution is shown below in Figure 5.
Further Non-Sensory attributes Variety, Processing Method and Country of Origin

are given in Figure 6, 7, and 8 respectively.
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Figure 5: Quality Distribution

4.3 Data Preprocessing

Handling missing values is performed as shown in Figure 8.
Feature Engineering is performed using one hot encoding for categorical variables

which is shown in Figure 10.

5 Model Implementation

5.1 Random Forest

The implementation of Random Forest is shown in Figure 11. The results obtained for
the Random Forest using evaluation metrics are shown in Figure 12.

5.2 Gradient Boosting Machine (GBM)

The implementation of the Gradient Boosting Machine (GBM) is shown in Figure 11.
The results obtained for the Gradient Boosting Machine (GBM) using evaluation metrics
are shown in Figure 12.

5.3 Support Vector Regression (SVR)

The implementation of Support Vector Regression (SVR) is shown in Figure 11. The
results obtained for the Support Vector Regression (SVR) using evaluation metrics are
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Figure 6: Quality Distribution

shown in Figure 12.

5.4 Hybrid Model

The implementation of the Hybrid Model is shown in Figure 11. The results obtained for
the Hybrid Model using evaluation metrics are shown in Figure 12.
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Figure 7: Processing Method Distribution

Figure 8: Country Distribution

Figure 9: Handling Missing Values
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Figure 10: Handling Missing Values

Figure 11: Implementation of Random Forest

Figure 12: Results of Random Forest
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Figure 13: implementation of GBM

Figure 14: Results of GBM
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Figure 15: implementation of SVR

Figure 16: Results of SVR
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Figure 17: implementation of Hybrid Model

Figure 18: Results of Hybrid Model
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