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1 Introduction

This configuration manual describes the hardware and the software requirements whcih
is essential to build the counterfeit review identifier using Neural Network - LSTM &
CNN, Classifier - SVM and Transfer learning models BERT, RoBERTa, DistilBERT and
ALBERT.

2 Hardware and Software Requirement

To train the LSTM, CNN and SVM models along with the transfer learning models such
as BERT, RoBERTa, DistilBERT, and ALBERT, Google Collaboratory cloud is used
which is a cloud machine since we have a vast dataset to train. For whcih you can find
below the specification of the host device.

Figure 1: Device Specifications

The following table 1 provides information regarding the programming languages,
computaional unit, and libraries employed throughout the project.
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Specification Value
IDE Google Colab
Computation GPU
Number of GPU 1
Programming
language

Python

Modeling library SimpleTransformer, HuggingFace Transformer, Sklearn, Pandas, Numpy,
Matplotlib, Seaborn, Wandb, Keras, PyTorch, tqdm, SciPy

Table 1: System Specifications for the Project

3 Dataset

The dataset whcih we have implied in the project is in the CSV format. Originally these
reviews are from amazon and the fake are AI generated using GPT. There are namely
5 column, Category, Label, Rating, Reviews and Fake Review flag. The Reviews and
Fake Review flag are the most important columns. Salminen et al. (2022)

Figure 2: Dataset overview

4 Implementation of the project

In the Google Colab we chage the runtime to make use of the GPU provided by the
google whcih is the T4 GPU showing exceptional computation capabilities.

Figure 3: change run time to GPU
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4.1 Installation of Libraries

The 4 shows installtion of required libraries such as numpy pandas sentencepiece scipy
torch transformers.

Figure 4: Dataset overview

Once installed the imported libraries are shown below in 5

Figure 5: Import Libraries

4.2 Importing the dataset

We import the data into the dataframe df using the pandas library.

Figure 6: Store the dataset in dataframe.
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4.3 Tokenize for LSTM and CNN

We tokenize the dataset for LSTM and CNN models.

Figure 7: Tokenization for the models

4.4 Building the LSTM model and CNN model

The LSTM and CNN models are built and executed, for whcih the outputs are given
below.

Figure 8: Building the LSTM Model

4.5 Predicting the LSTM and CNN models

The CNN models outperfomr the LSTM model after evaluation.

4.6 SVM building and Evaluation

SVM is built and executed, the evaluation states that it can be an alternative.
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Figure 9: Building the CNN model

Figure 10: Predicting the models

5 Transfer Models

The transformer model hyperparameter are shown in 15 which is used to fine tune the
model.

6 Results

The BERT function model is executed for which the reference is given below.
The evaluation of the model is given in 16
Similarly, we build all the other transformer models.
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Figure 11: LSTM and CNN evaluation

Figure 12: SVM model building
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Figure 13: SVM Model Evaluation

Figure 14: Hyperparameters for the transfer models
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Figure 15: BERT Model Function

Figure 16: BERT Model Evaluation
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