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1 Introduction

This is the configuration manual for the project ” An Overview of the use of Small Scale
AT and LLM Models in the context of Receptionist Chatbots”.

The main websites to be used are Github and Huggingface. The main programming
language to be used is Python.

The libraries to be used are TextBlob and WordCloud. The Python version used in
the virtual environment is Python 3.10.13.

2 Oobabooga

The WebUi is available for download on its github repository. The image in figure 1
shows the main page. It can be downloaded as a zip file.

& oobabooga / text-generation-webui  Pusiic Q spo

<> Code (O Issues 261 1l Pullrequests 16 B Discussions (® Actions [ Projects 00 wiki @ Security |22 Insights

¥ main - ¥ Sbranches 20 tags Go to file

‘:g oobabooga Merge pull request #4351 from oobabooga/dev .. 7esfesa 2 daysago %) 3,170 commits

.github Update auto-release.yml 2 months ago

Figure 1: The github page

After installation, it needs to be extracted. The zip file is shown in figure 2.



text-generation-webui-main
o

Figure 2: The zip file

After extracting, run the batch file. The file name is start-windows. It is shown in
figure 3.

[Z] start_windows
[Z] start_wsl

D update_linux.sh
D update_macos.sh
[%] update_windows

[%] update_wsl

D wsl.sh

Figure 3: The batch file

Running this will install the webui. After installation, the webui interface will show
as shown in figure 4.

Chat Default §) Parameters Mode Training

AI

How can I help you today?

You

Al

Hi there! What can I assist you with today?

You

Can you pretend to be a receptionist?

AI

Sure thing! May I know who's calling please?

¥ Show controls (Ctrl+S)

 Generate

Figure 4: The webui gui

After the webui is loaded the next step is to get models from the huggingface website.
The main page is shown in figure 5.



%! Hugging Face

The Al community
building the future.

Figure 5: The huggingface website

A model can be downloaded from its page. An example is shown in figure 6.

~ . Hugging Face Models Datasets Spaces Docs Solutions  Pricing ~= Login (EEGLV]
o oasst-sft-4-pythia-12b-epoch-3.5T ©like
7  Text Generation % Transformers (O PyTorch @ English gptneox sft @ Inference Endpoints @ text-generation-inference
) apache-2.0
Model card Files Community H & Train v % Deploy v </> Usein Transformers

& Edit model card

Open-Assistant SFT-4 12B Model 113”9[;(] st month ,_,-\,,\/f\/\

This is the 4th iteration English supervised-fine-tuning (SFT)
model of the Open-Assistant project. It is based on a Pythia 12B Inference API
that was fine-tuned on human demonstrations of assistant

7 Text Generation Examples v
conversations collected through the https://open-assistant.io/

human feedback web app before March 25, 2023.

Figure 6: page of a model on huggingface

The link can be copied and pasted in the model tab of the webui GUI. The way to
do this is shown in figure 7.



Download model or LoRA

OpenAssistant/oasst-sft-4-pythia-12b-epoch-3.5

Download Get file list

Figure 7: downloading the model from huggingface

The download process begins and we can see the progress on the command line as
shown in figure 8.

Downloading the model to models\TheBloke_OpenAssistant-Llama2-13B-Orca-8K-3319-AWQ
100% | .02k /7.02k 7iB/s
100% | 88 /883 ?7iB/s
100% | /175 174kiB/s
100% | . .77k 9.4TMiB/s
100% | /151 ?iB/s
/21.2k ?iB/s
/90.8 ?iB/s
/u85 ?iB/s
/U6 7iB/s
| 1.84M /1.84M 5.31MiB/s
| seek /seek 1.56MiB/s
| 65.8M /7.256 11.8MiB/s|

Figure 8: downloading the model from huggingface

After the model is downloaded, it must be loaded as shown in figure 9.

Model

Save

TheBloke_OpenAssistant-Llama2-13B-Orca-8K-3: ~ Load Unload Reload ;
settings

Model loader

AutoAWQ

Figure 9: loading the downloaded model from huggingface

Once loaded, the model can be used.



3 Chatbot Arena

Chatbot arena can be used from the website as shown in figure 10.

Chatbot Arena |battle)

#4 Chatbot Arena ;4 : Benchmarking LLMs in the Wild

Rules

o Chat with two anonymous models side-by-side and vote for which one is better!
o You can do multiple turns of conversations before voting.

o The names of the models will be revealed after your vote. Conversations with identity keywords (e.g., ChatGFT, Bard, Vicuna) or any votes after the
names are revealed will not count towards the leaderboard.

o Click “Clear history™ to start a new round.

Leaderboard

See Imsys/chatbat-arena-leaderboard or the 4th tab above an this page.

Battle
Flease scroll down and start chatting. The models include both closed-source models (e.g., ChatGFT) and open-source models (e.g., Llama).

Send

Regenerate wa Share

Figure 10: The chatbot arena page

Speed may vary depending on the model used as well as the time of day. The models
can be chosen from a drop down menu at the top.

Two conversations can be had at a time as shown in figure 11.



Direct Chat

) Arena (side-by-side) Leaderbaard About Us

3, Chatbot Arena 34 : Benchmarking LLMs in the Wild

"~ Rules
e Chatwith any two models side-by-side and vote!
© You can continue chatting for multiple rounds.

e Click “Clear history™ to start a new round.

= Choose two models to compare

Eot-3.5 turbo-0613
&, Expand ta see 20+ made descriptions

v Modet 4

Hella.

Hella! How can | assist you today?

Canyou pretend 1o be a receptionist?

Of course! | can certainly assist wou with receptionist-like tasks. How can | help you?

I need to find a room

Certainly! 1I'd be happy to assist you in finding a room. Could you please provide me with
some more information? Are you looking for a room in a hotel, a conference room, or perhaps
a room for rent?

i Ais better

§ Enter your prampt and press ENTER

T Clear histary
Parameters

Acknowledgment

We thank Kaggle, MBZUAL AnvyScale, and HuggingFace for their generous sponsorship.

kaggle

- Ept-a-turba

= Model®

Hello

Hello! How can | assist you today?

Can you pretend to be a receptionist?

Of cowrse! I'll take on the role of a virtual receptionist. How may | help you today?

I need to find a room

Certainly! To assist you in finding a room, I'll need a bit more information:
1. What type of room are you looking for [e.g., hotel room, meeting room, office
space)?
2. What is the location or area where you need the room?

@ Tie % Botharebad
B Regenerate s Share
g, S enyscale ) Wagging Face

Figure 11: The chatbot arena page
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4 Wordcloud and Sentiment analysis libraries

Sentiment analysis and wordcloud are done by the libraries shown in the figure below.

rom textblob import TextBlob

from wordcloud import WordCloud

Figure 12: The libraries
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