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Algorithms for Credit Card Fraud Detection

Charan Teja Marlabeedu
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1 Introduction

The main purpose of this document is to explain regarding how the configuration setup
has been done for the implementation of the research question. It also explains what
tools have been setup and have been used for the implementation in this study. Further-
more going to explain in-detailed what python libraries have been utilised for the data
visualisation, data imbalance, training and building the models and also what models
have been utilised for the research study purpose.

All the configuration setups and the implementations has been explained section wise
accordingly.

2 The System Configuration Used for the Implement-

ation

The system configurations are as shown in Figure 1 where the implementation has been
done.

Figure 1: System Configurations
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3 Software and the Tools

The entire implementation has been done by using the python programming language
which has been executed in Jupyter notebook which is a Integrated Development Envir-
onment(IDE) on the platform called Anaconda. The web browser used for the process
is the ”Google Chrome”. The versions of the particular tool and software is as shown in
Figure 2

Figure 2: Software and tools used and their versions

4 The Python Packages Utilised

In order to process the data, to analyse the data to run the models we have utilised the
python packages.

Package Purpose
Pandas Data Manipulation and Analysis
NumPy Numerical Computing
Matplotlib Data Visualization
Seaborn Advanced Data Visualization
Scikit-learn Machine Learning Algorithms and Tools
Imbalanced-learn Handling Imbalanced Data
TensorFlow Deep Learning and Neural Networks
Keras Neural Network Design and Training

Table 1: Python Packages and Their Purposes in Data Analysis
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5 Data Collection

The datasets have been taken from the kaggle. The datasets taken are published in public
domain so anyone can use for the research purpose as per the guidelines. The dataset
consists of two csv files. One is fraud train data and second one is fraud test data file.

6 Data Loading and Data Preprocessing

6.1 Data Upload and Loading Process:

6.1.1 Data Upload:

The two csv datasets fraudTrain.csv and fraudTest.csv have made availabe in the working
directory of the Jupyter notebook for the analysis as shown in Figure 3. It has been
uploaded in the jupyter notebook working directory through manual upload.

Figure 3: Uploaded manually into working directory the datasets

6.2 Data Loading:

6.2.1 Pandas:

In order to fetch or load the data for running the program pandas are the primary tool
as shown in Figure 4.

6.3 Data Pre-processing Tools and Their Purposes:

6.3.1 Pandas:

Used for initial data exploration, cleaning, and transformation. Functions like info(),
describe(), and head() are used for inspecting the data structure and content. Pandas
also provides capabilities for handling missing values and duplicates, which are essential
for data quality.

6.3.2 NumPy:

Employed for numerical operations that are more complex or not available directly in
Pandas. It’s particularly useful for operations on array data.
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Figure 4: Data Loading/Import

6.3.3 Scikit-learn:

In order to split the datasets for the training and testing purpose we are going to use the
Scikit-learn library.

Based on all these we can make a clear analysis for the model training.

7 Explorative Data Analysis

7.1 Data Visualization

In order to do the visualisation we are going to use the Matplotlib and Seaborn libraries
which are very critical for doing the analysis as shown in Figure 5. Which helps in
understanding the outliers and as well the parameters that needed to be considered for
the model.

Figure 5: Libraries imported for the Visualisation

7.2 Data Pre-processing Tools and Their Purposes:

These libraries have been utilised in order to make some of the critical visualisations for
the final analysis like the correlation matrix as shown in Figure 7, no of fraud transactions
as shown in Figure 6, how the fraud transactions has been happening over certain period
of time as shown in Figure 8, fraud transactions as per the area as shown in Figure 9
all these visual analysis have been helpful for selecting the parameters and training the
models.
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Figure 6: The visualisation of total fraud
transactions

Figure 7: The visualisation of the correla-
tion matrix between the variables

Figure 8: The visualisation fraud transac-
tions over period of time

Figure 9: The visualisation of the fraud
over areas
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8 Data Training and Model Implementation & Eval-

uation

In this section we will be discussing how we have configured for training the data what
all the libraries and packages that has been utilised in order to do for data training and
also implementing various models for detecting the credit card fraud transactions.

The libraries that has been imported for data training and model implementation are
as shown in Figure 10

Figure 10: Libraries imported for data training and model implementation

Here as shown in Figure 10:

• We have imported the SMOTE from imblearn package in order to perform the data
imbalance.

• We have imported the StandardScaler for adjusting the features with standard range
and also imported OneHotEncoder for converting the features which are categorical
into numerical values.

• We have imported all the machine learning model libraries from respective packages
and also the deep learning models libraries from respective packages for implement-
ing the models.

• We have imported the evaluation metric libraries in order to calcualte the imple-
mented model performance based on those metric values.

9 Conclusion

As per the research question as discussed above those are all the system configurations
and setup that has been made initially to excute the implementation. And all those
software tools and the programming language, packages and libraries have been utilised
for implementing the models as per my research question. Finally I would like to conclude
saying that by making all the above configuration I had made a very significant progress
for my research question implementation.
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