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1 Data Description 
 

For the Research named “Predicting Customer Lifetime Value (CLV) in UK and Brazil using 

Machine Learning and Deep Learning: A Comparative Analysis”, used 2 different datasets, one 

from Kaggle and another one from UCI Repository website. The detailed description is given 

below; 

[1] Name of the Dataset: Online Retail 

 

Description: This dataset consisting of a wide collection of purchases that occurred for an 

online retail company based in UK. The company markets mainly all occasion gifts. The 

majority of the clients of this company is wholesalers. Data Consist of 8 attributes and 

541909 entries. 

URL of the location of the dataset: https://archive.ics.uci.edu/dataset/352/online+retail 

Dataset size: 22.6 MB 

 

[2] Name of the dataset: Brazilian E-commerce public dataset by Olist  

 

Description: This is a Brazilian public E-commerce dataset of Olist store, consists the orders 

purchased at the store. Data includes information of orders made from multiple Brazilian 

markets. Its attributes consist of the price, order status, payment, freight performance 

customer location, reviews by customer and finally product attributes.  

URL of the location of the dataset: https://www.kaggle.com/datasets/olistbr/brazilian-

ecommerce?resource=download 

Dataset size: 42.6 MB 
 

2 Implementation of the Data in Code 
 

After selecting the relevant datasets, we moved to the implementation part. We downloaded 

the two datasets to the device. The datasets now located in downloads of the device. Online 

Retail dataset (UK) showed a size of 22.6 MB on device and Brazilian E-commerce public 

dataset by Olist showed a size of 42.6 MB on device. The Online Retail dataset is in XLSX 

worksheet format and the Brazilian dataset is a file with 9 separate datasets in XLX 

worksheet format. The system that we have used is 8 GB RAM. System OS: Windows 10. 

For the further execution of the code, we used Jupiter Notebook (anaconda 3). Firstly, we 

created a folder named ‘Final Project’ in Jupiter Notebook. Then from the Upload option we 

uploaded the two datasets. As already mentioned, Brazilian dataset consists of 9 separate 

datasets, from this we have only uploaded 6 relevant datasets in CSV file format. 

Olist_customers_dataset.csv, olist_geolocation_dataset.csv, olist_order_items_dataset.csv, 

olist_order_payments_dataset.csv, olist_order_reviews_dataset.csv, olist_orders_dataset.csv 

https://archive.ics.uci.edu/dataset/352/online+retail
https://www.kaggle.com/datasets/olistbr/brazilian-ecommerce?resource=download
https://www.kaggle.com/datasets/olistbr/brazilian-ecommerce?resource=download
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are the 6 datasets that we have uploaded. The Online Retail dataset we uploaded as xlsx file 

format named Online Retail.xlsx. For the code implementation we created a new python 3 

notebook named ‘CLV_Analysis’ in the same folder ‘Final Project’.  

 

 
Figure .1.  Folder created in Jupyter Notebook 

 

 

 

3 Necessary Libraries and the Execution  
 

There are certain libraries that are important for the implementation of the code, with the help 

of our datasets. Pandas, numpy, matplotlib.pyplot, seaborn, xgboost, sklearn.metrics, 

sklearn.model_selection, sklearn.preprocessing, sklearn.compose, sklearn.pipeline, 

sklearn.ensemble.RandomForestRegressor, sklearn.neural_network.MLPRegressor, joblib, 

tensorflow.keras.models.sequential, tensorflow.keras.layers.Dense. These are the libraries 

that we have used in this project. 

3.1 Brazilian Data 
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Figure.2. Necessary Libraries and preprocessing 

 
Figure.3. CLV Calculation 

Customer lifetime value is calculated after importing libraries and preprocessing. The CLV is 

merged back to the data. 

• Then implemented the machine learning models (xgb regressor, SVM, Random Forest) 

and Deep learning model (MLP Regressor) 

• Evaluated the models using plot (Actual CLV Vs Predictions) 

 

3.2 UK Data 
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Figure.4. Necessary Libraries and Preprocessing, CLV Calculation 

 

• Then implemented the machine learning models (xgb regressor, Random Forest) and 

Deep learning model (MLP Regressor) 

• Evaluated the models using plot (Actual CLV Vs Predictions) 

 

 

 

 

 

 
 


