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1 Introduction

This document discusses how the machine learning models are implemented for prediction
of readmissions. The total code consists of 8 ML models which are differentiated between
simple ML models and Neural networks. Each model is trined and used for prediction
and then evaluated. The code is developed on kaggle IDE and is best to run it there,
however, an alternative is to run it on local environment. Each of these ways is discussed

in details in this manual.

2 Packages and Libraries

This is contained in the utilities section of the code whic first checks the version of python
implemented and neccessary pip installments

Utilities

40:32) [6CC 12.3.0]°

Figure 1: Version and Pip install commands

The utilities also contain the libraries that are later implemented to create necessary

machine learning methods.

pandas as pd
matplotlib.
seaborn as sns
numpy as np
xgboost as xgh
statsmodels.
tensorflow

sklearn. RFE
sklearn.. RandonForestRegressor, GradientBoostingRegressor
sklearn. LinearRegression, Lasso
sklearn.. cross_val_score, train_test_split
scipy. ttest_1samp, chi2_contingency
sklearn.. f1_score, accuracy_score, roc_auc_score, precision_score,
recall_score, confusion_matrix, classification_report,mean_absolute_error, r2_score,mean_squared_error

yellowbrick. ResidualsPlot
sklearn. DecisionTreeRegressor
scipy. shapiro, anderson

sklearn.. MLPRegressor
sklearn.. StandardScaler

keras. Sequential
keras. Conv2D, MaxPooling2D, Flatten, Dense

tensorflow. layers, models

Figure 2: Python Libraries implemented



3 System and Software specification

To build this project on kaggle, u will need to create a kaggle account to run the kaggle
notebook E] Based on their technical specifications, E], each notebook is allocated;

1. 12 hours of execution time for CPU and GPU ran sessions while providing 9hrs for
TPU sessions.

2. 20GB automatically saving disk space
3. Scratchpad disk space which is not saved outside the current session.
To build this on a local environment, the prerequisites is that python 3 is installed

and set up to the path E]

3.1 Hardware specifications for local environment

These are the device specifications for the local environment in which the research was
tested after compilation on kaggle

e Processor Intel(R) Core(TM) i5-8265U
CPU @ 1.60GHz 1.80 GHz

Installed RAM 8.00 GB (7.89 GB usable)
Device ID 6DC9A036-AA3A-4B5D-ACCC-492EA2F9BF3E

Product ID 00327-30666-87111-AAOEM

System type 64-bit operating system, x64-based processor

Pen and touch Touch support with 2 touch points

Windows specification include:

e Edition Windows 11 Home Single Language
e Version 22H2

e OS build 22621.2715

e Experience Windows Feature Experience Pack 1000.22677.1000.0

4 Data Analysis

In this section data is explored and prepared to be used for machine learning. In the
EDA, data is loaded and thereafter graphs are made to understand the data. Not all
codes are displayed here due to complexity of code but rather just snippets

"How to run kaggle notebook. [https://www.kaggle.com/docs/notebooks]
2Technical specifications[https://www.kaggle.com/docs/notebookstechnical-specifications]
3How to install python 3 [https://www.python.org/downloads/]



4.1 EDA

data.head()

jtal num lab_procedures mum procedures num_medicati

race gender age admission type id discharge disposition id admission

14

(+ code ) (+ Markdown

data. tail()

race gender age \ hospital num lab_ procedures num_procedures num_med

Countplot of Gender

Bar Plot of Time Spent in Hospital and Readmission

Time Spent in Hospital

Readmitted

Figure 5: Barplot to show time spent in hospital vs readmission



4.2 Pre-processing

Histogram of num_lab_procedures

Figure 7: Check normalization of data

Figure 8: Enter Caption



cor_mat - data.
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Figure 9: Cor relation matrix

4.3 Feature Engineering

Feature Engineering
Main goa oftisstep s toselect best varabiesfrom the cltaset, s such cata i Spitinto trinng and testing after performing RFE

The best modelfor RFE, i gradient boosting as it had the lowest MSE

. LinearReg
Lass

Linear Regression: Mean WSE: .1316116346367363, Std Mt
Lasso Regression: Mean o 13, Sed e
Gradient Boosting: Hean MSE 9616215573984, Sta Mt

Figure 10: Experimenting with models for RFE

Using gradient boosting for RFE

obr_model - GradientBoosting

rfe - RFE(gbr_model, n_feature

varisble
varisble

Selected Features:
age

discharge_cisposition_id

number._diagnoses

Figure 11: Using gradient boosting for RFE



4.4 Splitting data

Split data into training and testing

Figure 12: Splitting data into training and testing

5 Simple Machine learning models

There are 5 simple models applied, however as a snippet to show the steps taken in the
model creation the best performing from the 5 is displayed here which is random forest.

model_rf - RandonForestRegressor (n_estimators-169, randon_state-42)
model_rf . it (x_train, y_train)

rf_pred - model_rf. (x_test)

Figure 13: Creating model

threshold
rf_binary = np. {y_test threshold, 1, &)
rf_pred_binary = np. (rf_pred threshold,

f1 f1_score(rf_binary, rf_pred_binary)

accura uracy_scare(rf_binary, rf_pred binary)
auc - roc ( inary, rf_pred_binary)
precision - precision_score(rf_binary, rf_pred_binary)

mae - mean_absolute error(y_test, rf_pred)
r2 r2_score(y_test, rf_pred)

conf_matrix - confusion_matrix(rf_binary, rf_pred_binary)

class_report - classification_report(rf_binary, rf_pred_binary)

te E . mae)
. r2)
1)

accuracy)

, precision)
L ., conf_matrix)
t:", class_report)

Mean Absolute Error: B.26678877186719115
R-squared: 8.84877163844505883
-1814175541682
1 82.2112155800268
553842748579801

: 47
Confusion Matrix: [[9491

[1787 362]]

€lass Report: precision  recall fl-score support

L] . 0.97 . 9823
1 48 0.14

aceuracy
macro avg y 8.56
weighted avg .78 .82

Figure 14: Evaluating Random Forest model



Residuals for RandomForestRegressor Model

—rrain A7 =0.868
Test R = 0,049

Figure 15: Visualizing the performance of random forest model predictions

6 Neural Networks

Just as done previously, here only the best performing model from the 3 neural networks
is displayed which is dense neural network.

Dense Neural Network

Model Loss

Tain
Valjgation

1N

06 ] /\,/\
N~

a s
Epoch Epoch

Figure 17: Visualizing the perfomance of the dense neural network



7 How to run the code

The code itself contains comments of how to run and what to uncomment when running
in different environments.

7.1 Kaggle Notebook

The pre requisites for this is that, you must create a kaggle account. Thereafter an easy
way is to just follow the comments, but since the project is developed in kaggle notebook,
you can opt to just hit the run all button after uploading it. It may take a while to run
the whole code.

7.2 Jupyter Notebook

As for this, jupyter and python must be installed and correctly set up on your path.
After this uncomment the pip install commands as shown below [I8| to make sure that
the libraries are imported correctly.

Figure 18: Pip install commands for local envirornment

After this follow the commented instructions and uncomment the first cell in the
exploratory data . Before doing so make sure to download the dataset from kaggleﬁ
and that the jupyter notebook and dataset are in the same location.

Figure 19: Uncomment the file path

Once that is done, comment this cell as it is only applicable if used on kaggle notebook
to run the codes R0

Figure 20: Comment for local Env

Once the relevant changes have been made you can opt to run all cells in the notebook.

References

4Dataset [https://www.kaggle.com/datasets/omnamahshivai/dataset-hospital-readmissions-binary/|
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