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1 Introduction 
             This document contains all of the information needed to implement the project titled 

” Impact of the high-frequency public transport on the performance of the Machine Learning 

model for predicting the rental price in Dublin.” This manual focuses on the critical phases of 

the code, from data collecting to the final model building phase evaluation. 

2 Hardware Requirement 
The project was built on a Windows 64-bit operating system having RAM of 16 GB.Figure 1 

shows the system specifications of the system. It is not essential to have high Specifications 

for this project; a processor lower than i7 would also be feasible. 

 

 

 
Figure 1. Hardware Configuration 

 

3 Software Requirement 
     

We have used Jupyter Notebook to code in Python. The version of the Jupyter Notebook is 

6.5.2. The version that we used for python is 3.10.9. Figure 2 shows Jupyter Notebook 

Version. Figure 3 shows python Version. 
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                                                 Figure 2 . Jupyter Notebook Version 
 

 

 

 
                                                            Figure 3. Python Version 

 

4. Library Package Requirement  
 

We have used different libraries for preprocessing, model building and visualization. The main 

libraries are numpy and pandas for the pre-processing. These libraries have the methods for 

data transformations.  sklearn is used for splitting the test and train data an also for model 

building. 

         Figure 4 shows the list of library and package that we used in this project. 

 

 
Figure 4 . List of Library 

 

 

5. Dataset Description 
 

Data used for this research is used from the CSO website (Central Statistics Office). This 

dataset is an open-source data which is maintained by the government of Ireland. This site 

has historical data for various counties of Ireland. The data is downloaded from the CSO 

website in an excel format which has 280980 rows. This data is read by the python code in a 
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data frame to perform the data pre-processing and data cleaning. The data has multiple 

features like Year, Location, Number of Bedrooms, Property Type. We have also added new 

features to the data by adding three more columns to the dataset which Luas , Dart and Postal 

Code. 

 

 

                                                                      Figure 5 . List of Columns  

 

6. Data Preprocessing and Cleaning  
 

Figure 6 shows the steps how data is loaded and the we filtered the required data. We have 

selected data for the year 2022 for this research. We have considered all type of bedroom in 

this research. We have considered data only for Dublin County.  After filtering the dataset, 

the total number of rows left  10704. 
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Figure 6 . Data loading & Filtering 
 
 
 
 

The below Figure 7 show the data mapping that we created manually for few of the location 

that were getting missed because of the postal code issue. We created the mapping and added 

the postal code to prevent data loss. 
 

 
Figure 7 Mapping for Location & Postal Code 

 
 

7. Model Preparation  

 
We have built 3 Model for Dublin Rental house price predictions and 1 timeseries model for 

rent forecast. We have used regression technique and the model that we created are Decision 

Tree, K-Nearest Neighbour (KNN), and Gradient Boosting. We have also implemented 

timeseries model using ARIMA Grid Search to forecast the Dublin rental price for four years 

from 2023 to 2026. All the model building implementation is added in code artifact. Here we 

are adding the high level details of the model built and their output. 
 

7.1 Decision Tree Model – With Existing Features 
 

 Below Figure 8 shows the model implementation for Decision Tree model and its accuracy. 
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Figure 8 Decision Tree Model Implementation with existing features 

 

 

7.2 KNN Model – With Existing Features 

 
Below Figure 9 shows the model implementation for KNN model and its accuracy. 
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Figure 9 KNN Model Implementation with existing features 

 

7.3 Gradient Boosting Model – With Existing Features 

 
Below Figure 10 shows the model implementation for Gradient Boosting model and 

its accuracy. 
 

 
Figure 10 Gradient Boosting Model Implementation with existing features 
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7.4 ARIMA Timeseries Model – Using Gridsearch 

 
The below figure 12 shows the implementation of timeseries model using grid search 

to forecast the rental price in Dublin from year 2023 to 2026. 

 

 
                          Figure 12 Timeseries Model Impletemention  

 
Below Figures 13 Shows the code snippet for nest four years forecast for Dublin 

Rental price for One, Two and Three Bedrooms.  

 

 
Figure 13 Timeseries Model Forecast for Next Four Years 
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7.5 Rent Forecast Visualisation  
 

The below figure 14 shows the graphical visualization for Dublin rent forecast for 

next 4 years for One bedroom type. 

 

 
Figure 14 Dublin Rent Forecast for Next four years 

 
 
 

7.6 Decision Tree Model with Addition Features  

 
The Figure 15 shows the additional features that we added in the dataset and we 

implemented the models and checked their accuracy. 

Below Figure 15 shows addition features that we added in the dataset. 

 

 
Figure 14 . Additional Features in the data  
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8. Model Comparison and Evaluation 

 
The below Table 1 shows the model comparison of the all the implemented models 

with existing features and with additional features. The output shows that the Gradient 

Boosting with additional Features is the best-performing model. 

This model has the lowest MAE (Mean Absolute Error) and MSE (Mean Square 

Error) and the highest R² of 0.87%. 

 

 
Model MAE MSE R² 

Decision Tree 
(Existing Features) 

243.27 114375.54 0.65 

KNN 
(Existing Features) 

205.23 90391.71 0.73 

Gradient Boosting 
(Existing Features) 

156.22 53077.48 0.84 

Decision Tree 
(Additional Features) 

248.28 123987.72 0.63 

KNN 
(Additional Features) 

250.98 126372.53 0.62 

Gradient Boosting 
(Additional Features) 

144.90 43550.23 0.87 

Table 1 Model Comparison 
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