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Configuration Manual 
 

Sakshi Khanvilkar 

Student ID: x22117776 
 

1 Introduction 
 

This configuration manual highlights the hardware and software necessity for doing research 
on “Sentimental analysis of English Tweets on Demonetization and Analysing the Impact of 
Demonetization on Digital wallet in India”. It demonstrates step by step direction for 
correctly reproducing the test, allowing simple replication and full outcome analysis. The 
following configuration manual provides full explanation for each step, as well as snippets of 
code and as well as significant output.  

 

2 Data Collection 
The dataset used for the sentimental analysis contains 14,490 tweets records and was 

collected from Kaggle, an open-source platform1. The tweet dataset confines the tweet for 

November 2016 and April 2017. On other hand, the dataset for time series analysis is taken 

from the Reserve Bank of India (RBI) database and covers the period from April 2004 to 

October 20192.  

 

3 Hardware Configuration 

3.1 Local Machine Hardware Specification 
 

Table 1 shows the configuration of the laptop used to conduct the study. 

 

 

 

 

 

 

 

Table 1: Laptop Configuration. 

3.2 Google Collab Hardware Specification 

Table 2 shows the configuration of the Google Collab used to conduct the study. 

Hardware Specification 

RAM 12.7 GB 

Disk 107.7 GB 

Table 2: Google Collab Configuration 

 

 
 
1 https://www.kaggle.com/datasets/arathee2/demonetization-in-india-twitter-data 
2 https://dbie.rbi.org.in/#/dbie/statistics/Payment%20Systems 

Hardware Specification 

Processor 11th Gen Intel(R) Core (TM) i5-1135G7 @ 2.40GHz 

Installed RAM 8.00 GB (7.70 GB usable) 

System Type 64-bit operating system, x64-based processor 

Operating 

System Windows 11 

https://rbi.org.in/Scripts/Statistics.aspx
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4 Software Configuration 
Table 3 shows the software Configuration used for this Project. 

 

 

. 

 

 

Table 3: Software configuration. 

 

5 Project Implementation 
This Section demonstrates a detailed description of the steps used to achieve to accomplish 

the study’s objective from the beginning to end. 

5.1 Sentimental analysis on Demonetization tweets 

This section will explain the step use to execute the sentimental analysis.  

5.1.1 Importing Libraries  

Into Google Collab I installed and imported necessary package and libraries to accomplish 

sentimental analysis. These libraries are used for processing the data and visualise critical 

finding.  

 
Figure 1: Libraries. 

5.1.2 Loading Dataset  

The Following code loads dataset from google drive into google collab using drive library of 

python. 

 
Figure 2: Import Dataset. 

Software Specification 

Programming 

Language Python version 3.10.12 

IDE Google Collab 

Libraries 

TensorFlow, Keras, Matplotlib, NumPy, Pandas, 

Stats model 
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5.1.3 Data preprocessing 

The dataset consists of many columns such as text, favourited, favouriteCount, relpytoSN, 

created, truncated and so on from all this column the necessary column is ‘text’ column. 

Next, I replace the column name from ‘text’ to ‘tweet’. 

 

 
Figure 3: Tweet column. 

 

Further data processing using Regular Expression library in python was done on ‘tweet’ 

column which consist of URL, Hashtages, @, usernames, unwanted punctuation (Kannan 

Suseelan Unnithan, 2022).  

 

 
Figure 4: Filtering the Tweet column. 

 

Next Sentimental Score was assigned to each tweet mentioned in ‘Cleaned_tweet’ column 

using TextBlob. The emotions are classified into categories such as ‘mod_pos’ stating 

moderately positive, ‘high_pos’ meaning High Positive and ‘high_neg’ and ‘neutral’ called as 

High positive and Neutral. 
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Figure 5: Assigning labels. 

 

Further a new dataframe named as “df1” have been modified to concentrate on important 

columns that is “cleaned_tweet”, and “sentiments”. The Sentiments label is then reduced, 

were ‘high_pos’ and ‘mod_pos’ designated as ‘positive’ and the remaining as ‘negative’. as 

shown in Figure 6. Furthermore figure 7, the ‘cleaned_tweet’ column is transformed into a 

vectorized using TFID vectorizer. In the vectorized participation, the TFID vectorizer has 

been confirgured maximum of 2000 features that is words. 

 

 
Figure 6: Data Cleaning. 

 

 
Figure 7: Vectorizing Tweet Colum. 

 

The tweet text was tokenized using a Tokenizer, the resulting sequences are then padded to 

make sure that model input is uniform in length (Kumar Abhishek, 2020). Moreover, using 

one hot encoding dummy variables are created for the reduced sentence as mentioned in 

Figure 7. 
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Figure 7: Tokenizing the tweet Column. 

 

The TFID Vectorizer and Tokenizer are two distinct methods. The TFID Vectorizer, used in a 

conventional machine learning that converts text into dense matrix, highlighting word 

importance based on rate and reverse document frequency. This representation is suitable for 

machine learning model. Whereas tokenization is crucial step for deep learning models that is 

used for sequential data such as LSTM ands CNN. The goal of tokenizer is to convert the text 

into integer format (Ghulam Musa Raza, 2021).    

5.1.4 Exploratory Data Analysis 

This Section depict the python code need to perform the EDA. It is useful for checking the 

distribution of the sentiments.  

 
Figure 8: Presenting Distribution of Sentiments in form of Bar Graphs. 

 

 
Figure 9: Presenting Distribution of Sentiments in form of Pie Chart. 

 

The Figure 8, snip states the code of visual interpretation of the sentiment’s distribution. 

Following that a bar graph is developed indicating an emotional Category and the height of 

the bar showing the number of tweets in that Category. Figure 9, the code that provide 

graphical representation of each sentiments class proportional distribution to the dataset’s 

total sentiments components.  
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Figure 10: Presenting Distribution of Sentiments in form of Pie Chart. 

 

The code in above snip Figure 10, collects hashtags from the original dataset ‘tweet’ column’, 

calculate the number of times each hashtag shows up and create a horizontal bar graph 

exhibiting the top 15 trending hashtags. 

5.1.5 Data Split 

The data used by the model is split into training set and test set in ratio of 80/20. 

 
Figure 11: Data Split. 

5.1.6 Model Implementation 

This section contains includes the Python code for executing sentimental analysis on the 

demonetization Twitter Dataset, the models used are Naïve Bayes, LSTM and CNN.  

5.1.6.1 Naïve Bayes model 

 
Figure 12: Naïve Bayes Model 

 

After the separation of the dataset into the training and testing the Naïve bayes model is 

carried out Figure 12. The multinomial Naïve Bayes model (clf) is developed and trained 

using training data (x_train, y_train). Next the model forecasts the sentimental labels for the 
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test data (x_test) and in (y_pred) the outcomes are saved. The performance metric such as 

confusion metrix, classification report, accuracy score are then measured. 

5.1.6.2 LSTM Model 

The following Figure 11, illustrate the deployment of sentimental analysis model using 

LSTM architecture. Using the keras library the model is defined, which start with an 

embedding layer to understand word representation. It consists of dropout layer for regularity 

for collecting sequential connections. Further using the binary cross entropy loss and trained 

for 10 epochs using Adam optimizer. 
 

 
Figure 11: LSTM Model 

5.1.6.3 CNN Model 

The Figure 12 shows the implementation of CNN model. The model includes different layer 

such as embedding layer, convolution layer with max pooling for feature extraction and a 

dense layer for classification. The compilation is done using cross entropy loss and Adam 

optimizer.  

 
Figure 12: CNN Model 

 

6 Evaluation of Sentimental Analysis Models 
Furthermore in the Figure 13, the evaluate function figures the model performances, by 

extracting accuracy from the results. The model use ‘predict’ to calculate sentimental 

probabilities for test set, and argmax is used to calculate predicted sentimental labels. Next, 

the classification function from sklearn provided the classification report. Similary approach 

is used for measuring the CNN performances as well. 
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Figure 13: Model Evaluation 

 

7 Time Series Analysis on Digital Payment dataset 
This section will explain the step use to execute the Time series analysis. 

7.1.1 Importing Libraries 

In Google collab, necessary libraries were imported and installed to support the time series 

analysis. These Libraries are important for data processing, and visualization also to develop 

the LSTM and Exponential Smoothing model for time series analysis.  

 

 

 
Figure 14: Libraries 
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7.1.2 Loading Dataset  

The Following code loads dataset from google drive into google collab using drive library of 

python. 

 
Figure 15: Loading RBI Dataset 

7.1.3 Data Pre-processing 

In Figure 16, it states that the null or missing values were replaced by zeros. Next the 

‘Month_Year’ column is then transformed into a datetime format and a new column name as 

‘Date’ is created. Finally, the dataset is sort based on the ‘Date’ column. Furthermore, the 

dataset is narrow down to time of March 2014 to October 2019. 

 

 
Figure 16: Date Formating 

 

As mentioned in Figure 17, scaling is done (Anon., 2019) on the volume columns from crores 

to billion by creating another dataframe named as ‘scaled_val’. The scaling factor used to 

each column is 1/100. Similarly the volumn columns are converted to millions creating 

‘scaled_vol’ database. 

 
Figure 17: Scaling Formating 

 



10 
 

 

7.1.4 Exploratory Data Analysis 

Mode wise transaction value and transaction volume of digital payment over the time is 

represent through below code snip Figure 18. Each subplot shows trends for various 

processes, with the vertical dashed line stating the date of Demonetization (8th Nov 2016). 

 
Figure 18: Mode wise Transaction ploting. 

7.1.5 Data Spilting  

The split is done in a ratio of 80-20, where 80% of data comes under training and rest 20% 

goes to testing. The training set covers from March 2014 to August 2018, while testing set 

covers from September 2018 to October 2019. 

 
Figure 19: Data Split. 

7.1.6 Model implementation 

This section contains includes the Python code for executing Time series analysis on the 

payment dataset, the models used are LSTM, Exponential Smoothing. 

7.1.6.1 Exponential Smoothing 

The Exponential Smoothing model is developed Figure 20, the model is fitted to the training 

dataset, including the addictive trends, seasonality based seasonal period of 12 months. 

Further the model is tested on testing dataset providing conclusion on its efficacy on unseen 

data. 
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Figure 19: Exponential model 

7.1.6.2 LSTM Model 

The LSTM model has been developed to perform the time series analysis on the training set 

and test set of the digital payment dataset. Deep learning libraries, particularly from 

TesnorFlow and keras structure are included to detect trends and relationships in the data 

during modelling. 

 

The MinMax Scalar function is used to scale the features. All the values have been 

transformed in the range of [0,1]. Model such as LSTM need scaled data, therefore feature 

scaling is done.  

 
Figure 20: MinMax Scaling of feature 

 

The following code Figure 21, creates the input and output pairs with a specific look-back 

window this approach produces time series data for training an LSTM model. It ensure that 

the input sequences are structured correctly for LSTM model, has it require three dimensional 

shape for storing sample, features, and time steps. The look back window allows the model to 

learn from the past data, which improves its ability in prediction.  

 
Figure 21: Created Sequences of input data 
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The LSTM is constructed using LSTM layer with 100 units, by taking input sequences (1, 

look_back). The model is trained on mean squared error as loss function, and it is compiled 

on Adam optimizer for 100 epochs with a batch size of 256. 

 
Figure 20: LSTM Model 

 

The projection made by LSTM model on both train and test data are inserve transformed 

using a scaler to return the expected values in the initial data. 

 
Figure 21: Inverse Transform 

 

8 Evaluation of Time series models 
A function was created named as “calculate_and _store_percentage_metric” to measure 

various parameters such as RMSE, MSE, and MAE and stores the results in a data frame. 

This same function was employed to evaluate the Exponential smoothing execution as well. 

 
Figure 22: Evaluation Metric for Time Series model 

 

9 Conclusion 
In summary, this confirguration manual allows researchers to go through the process of 

investigating people’ opinions regarding demonetization through English tweets and the 

impact on the digital payment due to the demonetization. It covers the hardware 

specifications of a local machine and Google Collab along with the software setup using 

python and specific libraries like tensorflow which is used for the implementation of this 

research. The dataset for sentimental analysis is collected from open source platforms called 

kaggle, whereas the payment data for time series analysis is collected from Reserve Bank of 

India (RBI) database. After loading of datasets furthers steps includes data preparation, 

exploratory data analysis, model implementation and evaluation  as mentioned above. For the 

sentimental analysis model such as LSTM, CNN, and Naïve bayes is developed, the 

implementation of this models are briefly mentioned in the provide code snip. For analysing 

the trend of digital payments after the demonetizatio following model such as LSTM and 

Exponential Smoothing are deployed, the architecture of the model is mentioned in above 

code. The performance of sentimental classification model are measured using Accuracy, 
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precision, recall, and F1 scores. Similarly to evaluate the performances of Time series 

problem MSE, MAE, and RMSE is calculated. The purpose is to provide reseachers with 

clear, sequential method to study public attitudes and digital payment trends throughout the 

demonetization era. 
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