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1 Introduction  
This document gives a clear demonstration of the hardware and software requirements along 

with the various steps taken to successfully implement the research 

Project- Investigating the Application of Natural Language Processing in Analysing Sentiment within Financial 
News 

2 System Configuration 
 

2.1 Hardware Requirement 

2.1.1     System OS: Windows 10 & Windows 8 

2.1.2     Processor: i5  

2.1.3     Ram : 8GB  

 

2.2  Software Requirements 

The project is implemented in Jupyter Notebook version 6.4.5 with the Python kernel version 

3.9.7. Jupyter notebook can be installed using the Anaconda environment (fig. 1) which by 

default installs the python kernel as well 

 

 
                                Fig 1 : Anaconda Environment 
 
 

3 Project Implementation 
The first step will be importing all the necessary libraries for the project 
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                          Fig 2 : Installing Libraries 

 

3.1 Data Collection: 

 

The first dataset, obtained from Kaggle, contains 4,846 rows of data, each with a "Sentiment" 

label and accompanying "News Headline." This dataset, dubbed "FinancialPhraseBank," was 

created expressly to assess the attitudes conveyed in financial news headlines,. The second 

dataset, which has 5,834 rows of data, includes a "Sentiment" label as well as an associated 

"News Headline." This dataset was compiled in order to advance research in the field of 

financial sentiment analysis. It merges two distinct datasets, "FiQA" and "Financial 

PhraseBank," into a single, easy-to-use CSV file. This dataset, like the first, includes 

financial sentences and their related sentiment classifications.  

Below is the dataset link 

 

https://www.kaggle.com/datasets/ankurzing/sentiment-analysis-for-financial-news 

https://www.kaggle.com/datasets/sbhatti/financial-sentiment-analysis 

 

 

3.2 Pre –Processing:  

pre-processing is a critical stage in the analysis of financial sentiment data. It comprises a 

variety of key tasks aimed at improving text data quality and utility. In the context of 

financial sentiment analysis, a systematic technique is utilized to ensure that the data is well-

structured and suitable for future analysis. The pre-processing approach for both datasets 

used for financial sentiment analysis is the same. The purpose of the data cleaning procedure 

is to improve data quality and make it more suited for sentiment analysis. The following pre-

processing stages are critical: 

https://www.kaggle.com/datasets/ankurzing/sentiment-analysis-for-financial-news
https://www.kaggle.com/datasets/sbhatti/financial-sentiment-analysis
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                                                               Fig 3: Pre Processing 

In fig 3 its shows, Pre-processing for financial sentiment analysis entails removing special characters, 

reducing text to lowercase, deleting numeric values, dealing with short sentences, and removing stop 

words. 

Tokenization, lemmatization, expanding abbreviations/acronyms, employing sentiment lexicons, and 

correcting domain-specific data mistakes are additional processes for financial datasets. 

Imbalanced data difficulties are addressed by oversampling or undersampling to ensure that sentiment 

classifications are distributed fairly. 

The careful pre-processing ensures that the financial sentiment data is cleansed, formatted, and 

analytically ready, which is critical for effective analysis. 

Python is the ideal programming language for these jobs, which increases productivity and 

consistency. After deleting duplicates in both the "Sentiment" and "Sentence" columns, the dataset 

with 10,688 entries is reduced to 6,051.  

3.2.1 Removing Duplicates:  

 

 

 
 
                                 fig 4: ensuring all duplicates are dropped 
 
 

 

3.2.2  Imbalanced Data Handling:  
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                                                 Fig 5 : smote(Synthetic Minority Over-sampling Technique) 
 

The fig 5 shows how to handle imbalanced data using SMOTE (Synthetic Minority Over-sampling 

Technique). SMOTE is a popular oversampling technique that creates synthetic samples of the 

minority class to balance the dataset.The code snippet first imports the SMOTE class from the 

imblearn library. Then, it creates a SMOTE object with the random_state parameter set to 42. This 

ensures that the synthetic samples are generated reproducibly.The X_tfidf variable contains the text 

data features, and the df3['Sentiment'] variable contains the sentiment labels. 

3.2.3 Word Representations and Vectorization : 

Word2 vec 

 
 

 
                                                    Fig 6: word2Vec 
 

3.2.4 TFIDF 

 

 
                                                      Fig 8 TFIDF 
 

 In these figure libraries are shown to transform the text data into a TF-IDF matrix. The TF-IDF 

matrix is a numerical representation of the text data that can be used by machine learning models. 
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3.2.5 Dimensionality Reduction with PCA 

 
                                                        Fig 9 PCA 

In Fig 9,  PCA is a dimensionality reduction technique that can be used to reduce the number of 

features in a dataset while preserving as much information as possible. This can be useful for machine 

learning tasks, such as classification and regression, as it can help to improve the performance of 

models by reducing the risk of overfitting. 

 
 
Fig 9 
 

3.2.5.1 Word Cloud 

 

 
                                     Fig 10.   WordCloud 

 

In Fig 10, A topic model is a statistical model that can be used to identify the latent topics or themes 

in a collection of text documents. The topic distribution for a topic model shows the distribution of 

topics across the documents in the collection. 
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3.2.6 Advanced Techniques and Model Development: 

3.2.6.1 Random forest 

 
 
                                     Fig 11 Random Forest. 
In Fig 11, A powerful ensemble machine learning technique that employs numerous decision trees for 
learning. Its value in sentiment analysis stems from its interpretability and the potential to enhance 
performance through hyperparameter optimization. 
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3.2.6.2 SVM: 

 
 
                       Fig 12. SVM 
 
In Fig 12, A robust algorithm employed in sentiment analysis, SVM effectively distinguishes sentiment 
types by constructing a hyperplane that optimally separates sentiment classes. Its ability to generalize 
sentiment patterns contributes to its effectiveness in this domain. 
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3.2.6.3 LSTM: 

 
                                      Fig 13  LSTM   
 
In Fig 13, A recurrent neural network architecture particularly adept at processing sequential data, 
Long Short-Term Memory (LSTM) shines in capturing long-range dependencies and subtle sentiment 
nuances, making it a valuable tool for sentiment analysis. 
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3.2.6.4 LDA : 

 
 
                                         Fig 14 LDA 
In Fig 14, A statistical technique for identifying latent topics or themes within a collection of 
documents. Its ability to uncover these underlying structures is evaluated using metrics like perplexity 
and coherence score. 
 

3.2.7 Model Evaluation 

Precise, recall, and accuracy metrics serve as benchmarks for evaluating the performance of 

evaluation 
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