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1 Introduction 
 

This configuration manual includes the hardware and software configurations, libraries and 
important snippets of codes utilized during the implementation process. The aim of the 
documentation is to facilitate the reciprocation of this research project which is ‘Earthquake 
Magnitude Modelling Using Machine Learning Technology’. 
 

2 System Requirements 

2.1 Hardware Requirements 
The system hardware requirements is shown in the Table 1 below. 
 

Table 1: Hardware requirements 
 

Processor 8th Gen intel® Core™ i3-8130U @2.20GHz 2.21 GHz 
RAM 8.0 GB (7.87 GB usable) 
 

2.2 Software Requirements 
The python programming language is used in the Jupyter notebook and Tableau is also 
utilized for data visualizations. Software and versions used are shown in Table 2 below. 
 

Table 2: Software and Versions 
 

Software Type Software Name Version 
IDE Jupyter notebook 6.4.12 
Programming Language Python 3.9.9 
Data Visualization Software Tableau 2023.3 
Productivty and task completion MS Office  2018 
 

2.2.1 Libraries and Packages 
The table 3 below shows all the libraries and versions that were installed for research study. 
 

Table 3: Libraries and versions 
Library Description Version 
Pandas Data manipulation and analysis 2.1.4 
Matplotlib Data visualisation 2.0 
Seaborns Data Visualization 12.0b3 
Warnings Customizing error display  
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Scikit-learn Machine learning tasks 1.3 
 
Table 4 contains the packages used for this research project. 
Packages Use 
Train_test_split To split dataset into trainset and test set 
LinearRegression To build a linear regression model 
R2_score To utilizer R-Squared as an evaluation algorithm 
Mean_squared_error To utilize mean squared error as an evaluation algorithm 
RandomForestRegressor To build a random forest model 
SVR To build a support vector machine model 
Accuracy_score To utilize accuracy as an evaluation algorithm 
 

3 Research Implementation 

3.1 Data Extraction 
The earthquake dataset are obtained from NCEDC Change the header and label to something 
appropriate. The open-source data does not need a user account to log in. Figure shows the 
landing page of the NCEDC site. 
 

 
 

Figure 1: The landing page to get the earthquake data. 
 

To access the earthquake dataset, the query depicted in figure 2 are run. 
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Figure 2: Search criteria for the earthquake dataset 
 

To obtain the data, the file be downloaded as shown in figure 3. 

 
Figure 3: Page showing data file download 

 
Sequel to downloading the file, it can be loaded and viewed in jupyter notebook environment 
as show in figure 4. 
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Figure 4 : Code snippet to view data information. 

 
3.1.2 Missing Value Check  
The data is checked for the presence of any missing value as shown in figure 5. There are no 
missing values identified. 
 

 
Figure 5: Missing value check 

 

3.2 Data Transformation 
The earthquake data gets pre-processed by changing the column names and saving the pre-
processed data in a .xslx format as shown in figure 6 and figure 7. 
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Figure 6: Code snippet of data transformation 

 

 
Figure 7: Snippet showing saving of preprocessed data in .xlsx form. 

 

3.3 Feature Selection and Data Split 
Feature Selection is carried out to select important features for the model, this process is done 
using the correlation heatmap as shown in the figure 8. 
 

 
 

Figure 8: Correlation heatmap for feature selection 
 

The most important features are selected, and the data is split into train and test as shown in 
figure 9. 
 

 
 

Figure 9: Feature Scaling and Data splitting 
 



6 
 

 

3.4 Model Building  
Various statistical and machine learning models are utilized in this research, and they include 
multiple linear regression, support vector machines, random forest and naïve bayes model.  
Figure 10 shows the development of the random forest model. 

 
 

Figure 10: Random Forest Model Development 
 
The SVM model is developed as shown in figure 11 below 

 
 

Figure 11: Support Vector Machines Model Development 
 
The snippet below shows the development of the naïve bayes model. 

 
 

Figure 12: Naïve Bayes Model Development 
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The mulitple linear regression model is built as shown in the figure 13 below. 
 

 
 

 Figure 13: Linear Regression Model Development  
 

3.5 Model Evaluation 
The most popular evaluation metrics for regression tasks includes Mean Square Error and R-
Square Chico D (2021). These metrics are utilized coupled with accuracy as a metric.  
Figure 14 shows the evaluation of the linear regression model, figure 15, figure 16 and figure 
17 shows the evaluation of the random forest model, support vector machine model and naïve 
bayes model respectively 

 
 

Figure 14: Evaluation of Linear Regression Model 
 

 
 

Figure 15: Evaluation of Random Forest Model 
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Figure 16: Evaluation of Support Vector Machine Model 
 

 
 

Figure 17: Evaluation of Naïve-Bayes Model 
 

The RSE values of the model is as a result of the correlation between the independent 
variables of the dataset and the dependent variables (Magnitude) Figure 18 shows the 
correlation matrix of the data. 
 

 
Figure 18: Correlation matrix. 
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