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1 Introduction

This manual illustrates how to execute and configure implementation code for this re-
search project. This manual highlights technical study of traffic prediction using deep
learning models such as GRU and LSTM with all libraries which were used for imple-
mentation. The aim is to make a user friendly manual which explains everything from
start to end.

2 System Specification

2.1 System Specification

Following are the hardware specification of the system that was used to develop the
project:

Component Specification
Processor 12th Gen Intel(R) Core(TM) i5-1235U
RAM 16GB
Storage 512GB
Operating System Windows 11

Table 1: System Specifications

2.2 Software Specification

The specifications of the software utilized for the system were as follows:

Software Specifications
Operating System Windows 11 (64 bit)
IDE Jupyter Notebook
Scripting Language Python 3.7

Table 2: Software Specifications

3 Tools Used

This section contains list of tools used to implement the project.
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3.1 Programming Language: Python

To construct the project, the Python programming language was utilized. Python was
selected mostly because of its practical packages for deep learning models, dataset pre-
paration, and visualization. One downloaded Python from 1.
The official Python website’s download page is displayed in 1.

Figure 1: Python Website

3.2 IDE: Jupyter Notebooks

Jupyter Notebooks was used as an IDE to develop the research project. Due to the cell
wise execution functionality, it allows to user to check the output of each cell with ease.
Jupyter notebook from Anaconda Navigator software hub was used. Figure 2 shown
below show Jupyter Notebooks in Anaconda Navigator. Click the Launch Action to
launch Jupyter Notebook in Anaconda Navigator.

Figure 2: Jupyter Notebook in Anaconda Navigator

1https://www.python.org/downloads/
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4 Implementation

4.1 Dataset

The Dataset is stored in a folder which is pasted on the desktop. The dataset names
are Multiple Region Data.csv and MultipleSensorsData.csv. Folder path is mentioned as
C://Users//Nihad Kazi//Desktop//Research Datasets. Replace the users name with the
system name and then run the file in jupyter notebooks.

4.2 Libraries Used for Implementation

Figure 3: Libraries Imported

4.3 Data Preprocessing

In data pre processing we have checked for null and collinearity. None were found for
sensor data but regional data had both null values and collinear data. Columns will null
values and high collinearity were dropped as a part of treatment. Both the datasets were
splitted into junctions and regions and normalized and differenced to make it stationary
as a part of treatment. Implementation shown in the figures below are of sensor data as
both have same implementation.

We have also implemented Dickey fuller test to check the stationarity of the data.
Figure 4.3 shows implementation of Dickey Fuller Test.
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Figure 4: Label Encoding Categorical Sensor Data

Figure 5: Differencing and Normalizing Function

5 Design Specification

5.1 Split the data for modelling:

This section covers splitting the data into different frames. Reference Figure 5.1

5.2 Train GRU model for Sensor and Regional Data:

This section covers splitting the data into different frames. Reference Figure 5.3

5.3 Train LSTM model for Sensor and Regional Data:

This section covers splitting the data into different frames. Reference Figure 5.3

6 Results

Results is divided in 4 parts namely -

• Result for GRU with Sensor Data 6

• Result for LSTM with Sensor Data 6
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Figure 6: Dickey Fuller Test Implementation Function

• Result for GRU with Regional Data 6

• Result for LSTM with Regional Data 6
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Figure 7: Data Split
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Figure 8: GRU Implementation

7



Figure 9: Inversion and Prediction
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Figure 10: LSTM Implementation
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Figure 11: Prediction LSTM

Figure 12: Result for GRU with
Sensor Data

Figure 13: Result for LSTM with
Sensor Data

Figure 14: Result for GRU with
Regional Data

Figure 15: Result for LSTM with
Regional Data
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