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1 Introduction

This configuration manual document consists enlist all the hardware and software require-
ments and the steps that were performed during the research ”Supply and Disappearance
of food grains in USA”. The main objective of this project was to analyze the trends
for demand of food grains such as Corn, Barley, Sorghum and Oat in U.S. The follow-
ing sections of the handbook will discuss all the hardware and software specifications,
environment setup, data cleaning and transformation steps opted during the study.

2 Hardware and Software Specifications

This section of the manual will address all the hardware and software specifications.

2.1 Hardware Specifications

1. Device: HP Pavilion

2. Operating System : Windows 11

3. Processor: AMD Ryzen 5 5625U with Radeon Graphics

4. RAM: 16.0 GB

5. System: 64-bit operating system, x64-based processor

6. SSD: 476 GB

2.2 Software Specifications

1. Programming Language: Python 3.9.13

2. web browser: Google chrome

3. Softwares Used: Jupyter notebook
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3 Environment Setup

Figure 1: Interface for Anaconda

This section will go through all the steps that are required to run the code smoothly and
efficiently. The first step is to install Anaconda1 software and Jupyter2 notebook. Fig.1
shows the interface for Anaconda software. Jupyter Notebook is used to run the code
and python libraries are utilised for further analysis.

Figure 2: Interface for Anaconda

1https://www.anaconda.com/
2https://jupyter.org/install
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Once jupyter notebook is installed, then click on the new button to create a new
notebook. Fig.2 shows the main page of Jupyter notebook.

4 Data Preparation and Preprocessing

For this study the dataset is acquired from U.S. DEPARTMENT OF AGRICULTURE
website and is in .CSV format. The next step is to import all the necessary libraries that
are required for the study such as pandas, numpy, seaborn, matplotlib, sklearn and so on
refer Fig.3.

Figure 3: Importing libraries

After importing the libraries then data loading is done and data transformation was
initiated. The original dataset consisted of the double column header to convert them
into single column header column mapping was done so that further data preprocessing
can be done effectively. After that columns were renamed and all the non available rows
were removed from the dataset as shown in Fig.4.
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Figure 4: Column mapping and data loading

Figure 5: Displaying first 5 rows of Corn dataset

To print the first 5 rows of the dataset .head() was used refer Fig.5. The figure shows
the head for Corn dataset.

After that basic function were applied on the dataset to check the size, shape, datatype
of the dataset. To check if the dataset consist of any null values .isnull() function was
utilized as shown in Fig.6.
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Figure 6: Checking for null values

5 Feature Selection

Feature Extraction is one of the vital step that is used to transform raw data into group
of features that makes dataset more manageable as shown in Fig.7 It improves model
performance and reduces the processing time. For this study PCA is used in Feature
Extraction.

Figure 7: Feature Selection using PCA

6 Exploratory Data Analysis

EDA is one of the crucial step in a machine learning project that helps to learn about
the trends, patterns or any anomalies in the dataset. It gives a summary about data and
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its attributes. Below are the EDA performed on the Oats and Barley dataset.

Figure 8: Histogram for all numerical columns for Oats

Figure 9: Correlation plot for Oats dataset
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Figure 10: Barley Production over years

Figure 11: Barley Export over years

7 Model Building

Now the final step of research is building the model. In this stage lazy predict library was
used, it is a machine learning library that makes predictions simple and efficient. This
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library helps to simplify model selection without the need for extensive coding, enabling
researchers to focus on selecting the best model for their data refer Fig.12.

Figure 12: Lazy predict library

First the dataset is split into training and testing data in 80% to 20% ratio split which
can be seen in the Fig.13.

Figure 13: Testing-Training split on Sorghum dataset

In this research Gradient Boosting, Bagging, Random Forest and KNN regressor are
utilized. Then the trained dataset will be evaluated based on on different evaluation
metrices such as RMSE, MSE, MAE, MAPE, R-Squared, NMSE and all the results will
be stored in the from of a dataframe as shown in Fig.14.
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Figure 14: Models Applied
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