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1 Introduction 
 

This project of Comparative Analysis of Machine Learning Models for S&P 500 Prediction 

involved using Python in building deep learning techniques and machine learning algorithms. 

This handbook spells out the specification of the system and the way it may be applied. 

 

2 Hardware and Software Configuration 
 

The System requirements that are required on the host device to implement this research is 

shown in Figure 1. 

 
Figure 1: System Configuration 
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Python 3.10.9 is used for implementation. All the frameworks and libraries required are given 

below in Table 1. 

 

IDE Anaconda Navigator()  and Jupiter Notebook 

Computation GPU 

Number of GPU 1 

Programming language Python 

Modues Pandas, numpy, matplotlib, seaborn, 

yfinance, sklearn 

Framework tensorflow 

Table 1: Setup configuration 

 

To access the Jupiter Notebook, you must install Anaconda navigator. You can install it from 

https://docs.anaconda.com/free/navigator/index.html. To open the Jupiter notebook, you can 

navigate to Jupiter notebook app. It will open a new tab or window in your browser. 

 

 

For this project we have used 6.5.2 versions of Jupiter Notebook. As in Figure 2 

 

 
Figure 2: Anaconda Navigator 

 

3 Dataset 
 

We have used a library yfinance to import our data (Figure 3). 

 

 
Figure 3: Data loading 

https://docs.anaconda.com/free/navigator/index.html
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 The data set is divided into two distance timeline the first one is covering from 2000 to 

present and the second one is covering from the recession. From 2007 to 2009.  

 

We have two different code files:The first one is the data from 2000 to the present and the 

other is from 2007 to 2009 that is the recession peroid. (Figure 4 and 5) 

 

 
Figure 4: Data from 2000 

 

 
Figure 5: Data from 2000 

 

4 Exploratory Data Analysis 
 

Exploratory Data Analysis has done on both the datasets. Including descriptive statistics as it 

could give us better understanding of the data. We can see the descriptive statistics for both 

the datasets in Figure 6, 7 and 8. 

 

 

 
Figure 5: Exploratory Data Analysis 
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Figure 7: Descriptive statistics(2000-present) 

 

 
Figure 8: Descriptive statistics (2007-2009) 

 

 
 

5 Implementation 
 

5.1 Long short-term Memory 
 

A Sequential model using Keras is defined and returned by the create_lstm_model function. 

The model consists of two layers: a single unit sigmoid activation function after a fifth layer 

of LSTM containing 50 units, with a ReLU activation function preceding it. According to 

Figure 9. 
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Figure 9: creating LSTM model. 

 

The Model was Trained on different epochs. (Figure 10) 

 

 
Figure 10: Training model (epochs = 10) 
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5.2 Random Forest Classifier and Logistic Regression 

 

 
Figure 11. Traning Random Forest Classifier (2000- present)  

 
Figure 12. Traning Logistic Regression 
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Figure 13.Creating training and testing datasets 

 

Figure 14 shows, predict function accepts the training set, the test set, the predictors list, and 

a machine learning algorithm. It fits the model on training data, predicts on test data, and then 

returns a DataFrame with the actual targets and predictions of interest for additional 

investigation. 

 
Figure 14: Define predict function 

 

Figure 15 and 16 shows the backtest function performs a rolling-window backtest on a time 

series dataset using a machine learning model, generating predictions for specified predictors 

at intervals defined by the start index, step size, and concatenating the results into a Pandas 

DataFrame.  

 

 
Figure 15 : backtest funtion for (2007-2009) 

 
Figure 16: backtest funtion for (2000 – present) 
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Figure 17 and 18 state that, the data under the “close” column is used to ratio against target-

divided columns with rolling average/trends measured. These are additional features or 

information associated with raw data that highlight average values over a particular 

timescale. 

 

 
Figure 17: Calucating  Mean (2000 – present) 

 

 

 
Figure 18: Calucating  Mean (2007 –2009) 

 

 

The function predict trains a machine learning model on the training data, makes predictions 

on the test data using specified predictors, converts predicted probabilities into binary 

predictions based on a threshold of 0.5, 0.6 and 0.7 creates a Pandas Series with the 

predictions, and returns a DataFrame combining the actual target values from the test data 

with the predicted values.as we can see in Figure 10. 
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Figure 19: define predict function (thershold = 0.5) 

 

Note: For Logistic recession model simalier steps have been taken 

as Random Forest Classifier 

 

6 Conclusion 
In order to execute the entire code in Jupyter, Just click on Run All from the Cell Menu. 

As shown in the Figure 20. 

 

 
 

Figure 20: Jupiter File Menu 
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7 Exploratory Data Analysis Visualization 

 
The line graph of the closing charge over the years is shown in Figures 21 and 22. As we will 

see, prices commenced to fall in the middle of 2007 and reached rock bottom within the 

middle of 2009. 

 
Figure 21: Closing price over time (2000-present) 

 

 
Figure 22: Closing price over time (2007-2009) 

 

 


