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1 Introduction 

The techniques and various software and hardware specifications utilized in the research 
project ”Traffic flow forecasting using DeepAR” is described in this configuration manual. 

This guide’s parts are as follows: Section 3 provides further information on the en- 
vironment setup’s characteristics. Section 4 discusses the libraries required to finish this 
project. The whole dataset is described in Section 5. Section 6 offers information about 
the code repository and the models’ implementation. 

 

2 Overview 

This research compares several time series models for traffic flow prediction in various 
boroughs of New York City.  

 

3 System Specifications 

The prerequisites are as follows: the hardware and software infrastructures needed to 
train a model on such a large amount of data. 

 

3.1 Hardware Requirements 

Processor: 11th Gen Intel(R) Core(TM) i7-1165G7 @ 2.80GHz 2.80 GHz; Installed 
RAM:16.0 GB (15.8 GB usable); 

System type: 64-bit operating system, x64-based processor; 

OS: Microsoft Windows 11 

3.2 Software Requirements 

Programming Language: Python version 3.10 Integrated Development Environment 
(IDE): Google Colab 

 

4 Python Libraries Required 

The image below indicates all the python libraries required for the project. 



 

 
Figure 1: Required Python Libraries 



5. Data Sources 

5.1  Dataset 

The data set was obtained from Opendata NYC website. The top 5 entries of the data set 
are shown in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: output of df.head() 

function 



6. Modelling 

LSTM networks, Autoregressive Integrated Moving Weight Average(ARIMA) models and Deep 
Autoregressive networks(DeepAR) were used for the task. 

 

 
6.1 ARIMA MODELLING 

1. A grid search is ran in order to determine the best parameters for the model before it’s 
fitted. 

 

Fig 3: Function to run grid search 

2. The model is fitted to training data with optimal parameters. 
 

Fig 4: ARIMA Model Fitting 
 

 
6.2 Long Short-Term Memory Networks(LSTM) 

The LSTM model is fitted with training data and implemented. The figures below 
indicate the code and sample output. 

 

Fig 5: LSTM Modelling 



 

Fig 6: Sample output 
 

 
6.3 DeepAR Modelling 

1. Before model fitting, hyperparameter optimization is implemented using modules 
from Optuna library. 

2. Trainer function is defined and is used for model training with most optimal 
hyperparameters. The dataset is also converted into list dataset 
format. 

 

Fig.7: Trainer and estimator function definition 



3. The model is then fitted to the training data using the optimal hyperparameters. 
 
 
 
 
 
 
 
 

 
Fig 8: Sample output 



 


