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1 Device Specifications 
EDA and splitting dataset to create train and test data was done using Jupyter 

notebook with below specifications. 

 

Processor 12th Gen Intel(R) Core (TM) i7-1260P   2.50 

GHz 

Installed RAM 16.0 GB (15.6 GB usable) 

 

System type 64-bit operating system, x64-based processor 

 

Tool used Jupyter Notebook 

 

Table 1. Laptop specifications used for EDA. 

 

Due to processing complexity preprocessing, data augmentation, model building and 

evaluation was done using Google Colaboratory. 

 

GPU A100 GPU with 50GB RAM,  

 

System Ram System Ram 85.5 GB 

 

Disk Space 166.8 GB 

Tool used Google Colaboratory 

 

Table 2. Device requirements for performing model building, training, validation and testing 

 

2 Dataset 
The SAR image dataset was downloaded from CSIRO data access portal (Blondeau-

Patissier et al., 2022). In Figure 1, the folder structure downloaded dataset is given below. 

After extracting the zip file there will be two folders called data and Metatdata. The data 

folder contains two zip folder which should be extracted to get the respective class folders 

that is, 0 and 1. Since the file name is long when combined with folder path might give issues 

while running the code. So, the folders 0 and 1 are stored in the ICT code and Artifact 

folder/Dataset/Complete data. Folder structure of ICT code and artifacts are given below in 
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Figure 2. The images divided into class 0 and 1 in Complete data folder will be then used for 

EDA and to create train and test data. All the code files are stored in the Code folder and 

dataset is stored in Dataset folder. Also, the code folder contains pdf versions of the ipnyb 

files that was executed using Colaboratory. 

Due to the complexity of the task, EDA and train test creation was done in 

EDA.ipnyb using jupyter. Preprocessing, augmentation, model building, training, and testing 

was done in Final_ResNet50.ipnyb, Final_ResNet50V2.ipnyb, and Final_ResNet101.ipnyb 

using Colaboratory1. Each filename represents the model that is being trained in that 

respective code file. It was divided into three since the computational load was high and the 

memory limit was exceeding. 

 

▪ Blondeau-Patissier_David_30_Sep_2023.zip 

o data 

▪ S1SAR_UnBalanced_400by400_Class_0.zip 

• 0 

▪ S1SAR_UnBalanced_400by400_Class_1.zip 

• 1 

o Metadata 

▪ collection_import_sha256sum.txt 

▪ collection_import_sha512sum.txt 

▪ Creative Commons Attribution-Share Alike.html 

▪ dublincore-000057430v001.xml 

▪ dublincore-collection.xml 

▪ readme-help.md 

 

Figure 1 Dataset structure 

 

After running the EDA.ipnyb file the resulting training and test data will be saved in 

the tf_train and tf_test folder. This was uploaded to Google Drive2. When tried to split and 

save the dataset manually using colab, it gave unknown errors which led me to use the above 

method.  

 

➢ ICT code and artefacts 

▪ Dataset 

o Complete data 

▪ 0 

▪ 1 

o tf_test 

 
 

1 Welcome to Colaboratory - Colaboratory (google.com) 

 
2 Home - Google Drive 

 

https://colab.research.google.com/notebooks/intro.ipynb
https://drive.google.com/drive/u/0/home
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o tf_train 

▪ Code 

o EDA.ipnyb 

o Final_ResNet50.ipnyb 

o Final_ResNet50V2.ipnyb 

o Final_ResNet101.ipnyb 

o Final_ResNet50.ipnyb – Colaboratory.pdf 

o Final_ResNet50V2.ipnyb – Colaboratory.pdf 

o Final_ResNet101.ipnyb – Colaboratory.pdf 

▪ Readme.txt 

 

Figure 2. ICT code and artefacts folder structure 

3 Model building, training, validation, and testing 
After uploading the the tf_train and tf_test dataset folders to the Google Drive, upload 

the respective code files, Final_ResNet50.ipnyb, Final_ResNet50V2.ipnyb, and 

Final_ResNet101.ipnyb to Colaboratory. Update the respective path for the training_samples 

and test_samples variables to Google Drive folder location for tf_train and tf_test in Cell 

number 3 for all the above-mentioned code files that is, Final_ResNet50.ipnyb, 

Final_ResNet50V2.ipnyb, and Final_ResNet101.ipnyb.  

 Also please update the checkpoint path given in Cell number 9 for 

Final_ResNet50.ipnyb, Final_ResNet50V2.ipnyb, and Final_ResNet101.ipnyb to save the 

model checkpoint.  

Before running the code ensure that below libraries are installed since these are the 

libraries which is used for model building, training, validation, testing and visualizations. 

 

 

 

 

Library installation 

pip install numpy 

pip install tensorflow 

pip install keras 

pip install opencv-python 

pip install scikit-learn 

pip install matplotlib 

pip install seaborn 

 

Table 3. Libraries to be installed. 

 

4 Points to remember. 
Below mentioned are important points to remember; 

• The EDA code file can be directly run after opening it in the Jupyter notebook 

since the path is set to be relative.  

• Before running the code files on Google Colaboratory, ensure to update the path 

for training_samples, test_files with the respective drive location to tf_train and 

tf_test dataset. 
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• Also update the checkpoint path to save the best weights of the model during 

training.  

By following the given steps, it would be possible to run the code with out any issues.  
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