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1 Introduction 
 

Fatigue detection in various contexts, such as transportation and workplace safety, plays a 

crucial role in mitigating potential risks associated with impaired alertness and cognitive 

performance. As a response to this imperative, machine learning models have been employed 

to automate the identification of fatigue-related states, leveraging diverse algorithms to 

enhance accuracy and reliability. 

In this study, we focus on evaluating the performance of different machine learning models 

for fatigue detection. The models considered include Decision Tree, Feed Forward Neural 

Network, Deep Learning, K-Nearest Neighbours (KNN), XG Boost and Random Forest. 

These models are assessed based on key metrics such as Mean Squared Error (MSE), R-

Squared, Precision, Recall, F1-score, and Accuracy, providing a comprehensive 

understanding of their effectiveness in discerning fatigue patterns. 

The outcomes of this evaluation not only contribute valuable insights into the strengths and 

limitations of each model but also aid in informing decisions regarding the adoption of 

specific fatigue detection methodologies. As we delve into the results, it becomes apparent 

how these machine learning techniques can be instrumental in advancing the field of fatigue 

detection, promoting safety, and optimizing performance in scenarios where vigilance is 

paramount. 

 

 

2 System Configuration 

2.1 System Configuration 

The success of fatigue detection models relies significantly on the underlying system 

configuration, encompassing both hardware and software components. A robust system 

ensures the efficient processing and analysis of data, contributing to the accurate and timely 

identification of fatigue states. In this section, we outline the key elements of the system 

configuration employed in our evaluation: 

2.2 Hardware Configuration: 

The hardware infrastructure comprises the computational backbone responsible for executing 

the machine learning algorithms and handling the data processing load. In our study, we 

utilized a system with the following specifications: 

• Processor: [ 12th Gen Intel(R) Core(TM) i5-1235U, 1300 Mhz, 10 Core(s), 12 

Logical Processor(s)] 

• Installed RAM: [ 16GB ] 

• Graphics Processing Unit (GPU): [Intel® Iris® Xe Graphics] 

These hardware specifications were chosen to provide ample computational power, ensuring 

efficient model training and evaluation. 
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2.3 Software Configuration: 

The software environment is equally critical, as it dictates the tools, libraries, and frameworks 

available for implementing and running machine learning algorithms. The software 

configuration in our study included: 

• Operating System: [windows 11] 

• Programming Language: [Python] 

• Machine Learning Libraries: [Scikit-Learn, TensorFlow] 

• Data Processing Tools: [Specify Tools for Data Preprocessing] 

• Model Evaluation and Analysis: [Scikit-Learn Metrics] 

These software components were carefully chosen to create a cohesive and conducive 

environment for developing and evaluating fatigue detection models. 

 

3 Installation and Environment Setup 
 

• Python 

This project made use of a Python package. Since the majority of Deep Learning and 

Machine Learning Projects are supported by its numerous built-in libraries. With a variety of 

plots, it makes developing and analysing models easier. Installing the most recent version of 

Python on the machine is the first prerequisite. The package installer is capable of being 

downloaded through a web browser from the website reference 

https://www.python.org/downloads depending on the operating system. Type 'python -

version' in the command prompt to confirm Python has been successfully installed from the 

website, as shown in figure python below. 
 

 
 

• Anaconda 

The anaconda package includes a number of IDE that are helpful for writing code and 

analyzing outputs from python packages. As seen in the below figure, this package can be 

obtained and installed from the website https://www.anaconda.com/products/individual. 

Jupyter notebook and its tasks are launched in browser tabs from the anaconda navigator. 

Python notebooks are first created and saved in the.ipynb format. 

 

https://www.python.org/downloads
https://www.anaconda.com/products/individual
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• Jupyter Notebook 

Using the pip command, the python libraries are installed during the execution of code. 

Transformers, Scikit-Learn, NLTK, Numpy, Pandas, Tensorflow, Matplotlib, googletrans, 

Seaborn, and Plotly are the necessary libraries for this course of action. In this browser, many 

different IDEs were available. The model in this project is constructed in Jupyter Notebook. 

 

Command: pip install ’LibraryName’ 

 

4 Data Collection 
 

To address the objectives of the study, a comprehensive and diverse dataset will be collected 

from various workplace environments. The dataset will include information on physiological 

measures, work hours, environmental conditions, and employee self-reported fatigue levels. 

Data sources may include wearables, sensors, employee surveys, and workplace records. This 

approach ensures a holistic representation of workplace conditions and allows the model to 

learn patterns from multiple dimensions, contributing to a robust fatigue detection system. 

 

5 Implementation 
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5.1 Importing Libraries 

The implementation part is explained below in detail on how the project was implemented 

using Python. Please carry out the instructions step by step. The first step is to preprocess the 

provided data before we start the implementation. The libraries required for startup are 

displayed in the below picture. 

 

 

 
 

 

 

Import & load the data in a data frame 

 

 

 

 



5 
 

 

5.2 Data Preprocessing and Data Selection 

5.2.1 Data Preprocessing 

The preprocessing on the given data containing the excel file is performed as shown in 

the figure 5 below, explains the statistical Analysis, correlation, and spreading the regression 

points. 

 

                     .  
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6 Model Building and Model Evaluation 
 

In our thesis I have build Regression and classification models. Namely, Decision Tree, 

Random Forest, linear regression, KNN, Grid Search and XG Boost. And below this I have 

attached all the screenshot. 

 

Decision Tree Regressor 

 

 
 

Hyperparameter Tuning with Grid Search CV 
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Random Forest and Gradient Boost Regressor 
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Linear Regression 
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Now we will be creating a dataframe from the results dictionary by sorting the dataframeby 

Mean Squared Error(ascending order, lower is better)  

 

 

 
 

Now again we will be creating a dataframe from the results dictionary by sorting the 

dataframe by R2 (descending order, higher is better)  
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Now the models for Classification will be applied where the target variable will be 

‘condition’ 

 

 
 

Random Forest Classifier is now performed 
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Now XG Boost model and its respective results will be displayed 
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Now Decision Tree Classifier and its associated results will be displayed 
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Now KNN and its associated results will be displayed 
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Classification Report for KNN  

 

 
 

 

Now Deep Learning and its associated results will be displayed 
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There are 100 epochs for Deep Learning and I have added only one with its MSE and R2 as 

the complete epochs will be present in the code file 
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Now Feed Forward Neural Network and its results will be displayed 
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There are a total of 80 epochs, I have added two screenshots  as the complete epochs result 

will be present in the code file. 
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Now the results of Deep Learning and Feed forward neural network will be compared  

 

 
 

 

 

 

 

 

 

 

 

 

 


