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1. Introduction  

This handbook provides instructions on how to run and set up the implementation code for 

the ongoing study. This paper offers specific information about the hardware of the 

computer as well as the applications that need to be used. By following the procedures 

listed below, users will be able to employ machine learning and deep learning algorithms 

along with sampling approaches to diagnose diabetes. 

2. System Specifications: 
2.1 Hardware Specification 

Below are the hardware specifications on which the experiments are performed. 

Processor: 12th Gen Intel(R) Core(TM) i7-12700H   2.30 GHz 

RAM: 16.0 GB 

Storage: 500 GB  

Operating System: Windows 11 

Graphics card: GeForce RTX 3060 
 

3. Software tools  
Below are the software that are used to build this project. 

 

3.1 Python 

Python is a popular high-level interpreted programming language that is easy to read 

and understand. Python, which was developed by Guido van Rossum and initially 

published in 1991, is a flexible language that is frequently used for web 

development, data analysis, artificial intelligence, and automation. It places an 

emphasis on readability and usability of code. Python is a popular choice for 

developers of all skill levels due to its big standard library and robust community 

support.  

3.2 Anaconda Navigator: 

Anaconda software helps to create an environment for many different versions of 

python and Package versions. Anaconda can also be used to install, remove and 

upgrade packages in your project environment. Anaconda is an open source and can 

be downloaded from https://www.anaconda.com/. 



 

 
Fig 1. Anaconda Navigator Home page 

 

3.3 Jupyter Notebook: 

It is a web based, interactive computing notebook environment. It is used to Edit and Run 

human-readable docs while describing the data analysis.   

 

Fig 2. Home page of Jupyter Notebook 

 

4. Project Implementation 

Python libraries that are installed and necessary for the project are as follows: 

• Numpy 

• Pandas 

• Matplotlib 

• Keras 

• Tensorflow 

• Seaborn 

• SciPy 



 

 
Fig 3. Important Libraries and Packages. 

 

 

 

• In the below image we can see the file path is given from where the data is taken and 

read command is used to read the data. 

 
Fig 4. File Path and Data head display. 

• Below is the image showing code to display unique values in each column. 

 

Fig 5. Code to display unique values from dataset. 

• In the below image, code to display data types of all columns is shown. 



 

 

Fig. 6 code to display data types. 

• Below image shows the code to display the number of missing values in each column. 

 

Fig 7. Displaying missing values. 

• The below code shows descriptive statistics of the complete dataset. In which count, mean, 

standard deviation, and quarterly data is also shown. 

 

Fig 8. Descriptive statistics. 

• Code showing histogram of High BP and Income columns. 

 



 

  

Fig 9. Histogram of High BP and Income. 

• The below code shows how to display an sns bar plot of age vs physical health column. In the 

similar fashion you can displey any columns according to the need. 

 

Fig 10. Bar plot Age vs Physical health 

• The below image shows code of correlation between Diabetes and other columns in the 

dataset. 



 

 

Fig 11. Correlation 

 

• Below image showing heatmap of correlation between all the columns of the dataset. 

 

Fig 12. Heatmap pf correlation 

 

• Image showing the code used to plot pie charts of different variables 



 

 

 

Fig 13. Pie chart of different variables 

 

4.1 Data Balancing and Scaling  

• The Below image shows code used to divide data into independent and dependent variables. 

 

Fig 14. Data split into independent variables and dependent variable. 

 

 

 

 

 

 

• Data balancing using ADASYN 

 

Fig 15. Data balancing using ADASYN. 

 



 

• In the below code it is shown how the data is divided in test and train dataset. Also once the 

data is balanced you can see the difference that the number of samples has been increased 

drastically.  

 

Fig 16. Data divided into train and test after using ADASYN. 

 

• Data balancing using SMOTE 

 

Fig17. Data balancing using Smote. 

 

• In the below code it is shown how the data is divided in test and train dataset. Also once the 

data is balanced you can see the difference that the number of samples has been increased 

drastically.  

 

Fig 18. Data divided into train and test after using SMOTE. 

 

• Scaling of data Using standard scalar method. 

 

Fig 19. Scaling of data 

4.2 Model Implementation  

• Machine learning models 

• Below code demonstrates how decision tree classifier is used to prediction and the results 

below are displayed in the form of Accuracy, classification report and confusion matrix. 



 

 

Fig 20. Decision tree classifier with results. 

 

 

• Below code demonstrates how AdaBoost is implemented, and the results below are 

displayed in the form of Accuracy, classification report and confusion matrix. 

 

Fig 21. AdaBoost classifier with results. 

 

• Below code demonstrates how GaussianNB is implemented, and the results below are 

displayed in the form of Accuracy, classification report and confusion matrix. 



 

 

Fig 22. GaussianNB Classifier with results. 

• Below code demonstrates how KNN is implemented, and the results below are displayed in 

the form of Accuracy, classification report and confusion matrix. 

 

Fig 23. KNN classifier with results. 

• Deep Learning Models 

• This code defines and compiles a simple Recurrent Neural Network (RNN) model using 

TensorFlow's Keras API for a classification task with three classes. The RNN layer is followed 

by a dense layer with a softmax activation function for multi-class classification, and the 



 

model is compiled with the Adam optimizer and categorical crossentropy loss. 

 
Fig 24. Implementation of RNN with results. 

• The below code trains the previously defined neural network model (‘model’) on the training 

data (‘x_train_reshaped’ and ‘y_train_categorical’) for 100 epochs with a batch size of 128. 

The validation data (‘x_test_reshaped ‘ and ‘y_test_categorical’) is used to assess the model’s 

performance during training, allowing for monitoring for training and validation accuracy and 

loss over the specified number of epochs. 

• With the same method we have trained and evaluated all the deep learning model that we 

have implemented i.e. LSTM and GRU. 

 
Fig 25. Model Training 

 

• Below Image shows the evaluation of models with accuracy, classification matrix. 



 

 

Fig 26. Evaluation of model. 

• Cross Validation  

• This code uses Scikit-learn to perform 10-fold cross validation with a decision tree classifier 

(‘clf’) on input features (‘X’) and corresponding labels (‘y’). it prints the accuracy score for 

each fold, calculates mean accuracy and standard deviation, and provides a detailed 

classification report for the entire dataset based on the cross-validation predictions. We have 

implemented cross-validation method with all 5 machine learning algorithms we have used. 

 

Fig 27. Cross validation. 

 


