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Bitcoin Tweets Sentiment Analysis using Bidirectional 
Encoding Representational Transformers (BERT) 

Configuration Manual 
 
 
 

Introduction 
A configuration manual contains step-by-step instructions for configuring a device or system. The 

goal of the manual is to provide a comprehensive guide on how to carry out the research study. It 

also details the machine setup needed to compile and execute the models. The processes involve 

installing the necessary programs and packages in addition to the minimal configuration that is 

advised for a project to succeed. 

 

Project Files 
In this project, the Jupiter lab is used for model training and evaluation, while the Jupyter 

notebook is utilized for data preparation, analysis, and exploration. 

 

 Fetch the .CSV file of Bitcoin Tweets from Kaggle and perform the necessary data 

analysis Jupyter notebook. 

 Fetch the .CSV file of Bitcoin Tweets from Kaggle. After data cleaning and 

preprocessing of raw data, apply the machine learning and deep learning models and 

evaluate the results in Jupyter Lab. 

 

System Specification 
A documented account of a system's technical specifications and requirements is called a system 

specification. This document describes the hardware requirements for a workstation that can 

handle intensive workloads in Deep Learning (Ain et al., 2017) and Machine Learning (Song et al., 

2017), especially when big language models like BERT(Devlin et al., 2018) are involved. Efficient 

training and inference of complicated models is ensured by the system's robust setup that is 

tailored to meet the demanding computational requirements of these jobs. Figure 1 shows the 

technical specifications of the system. 
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Device Specifications 

Device Name DESKTOP-2V7AG3I 

Processor Intel(R) Core (TM) i7-8700 CPU @ 3.20GHz 3.19 GHz 

Installed RAM 16GB 

Device ID 55EDB7-4AC2-4F0A-A7A6-3E6C41DBA8 

Product ID 00330-80000-00000-AA414 

System ID 64-bit Operating System, x64-based processor 

Pen and Touch No Pen or touch input is available for the display 

 

Figure 1: System specifications 

This workstation's powerful combination includes an 8th Gen Intel Core i7 processor for parallel 

processing, 16GB of DDR4 RAM to support large language models, a lightning-fast 1TB SSD to 

reduce latency in data access, and a dedicated NVIDIA GTX 100 Ti GPU to speed up 

computationally demanding tasks like matrix multiplication. Figure 2 shows the Operating system 

details used to work with machine learning and deep learning algorithms. 

 

 

Window Specifications 
Edition Window 10 Pro 

Version 22Hz 

Installed On 9/6/2023 

OS build 19045.3693 

Experience Window Features Experience Pack 1000.19053.1000.0  

 
Figure 2: Operating System Details 

 

Tools and technologies 

• Microsoft excel: Used for opening and exploring .CSV files. 

• Anaconda: Used to create virtual environments for projects and installing packages. 

• Jupyter Notebook: Used for Exploratory data analysis. 

• Jupyter Lab: Used for data preprocessing, data cleaning, model traning and evaluation. 

 

 

 
 

Environment Setup  

Python needs to be installed initially, depending on the operating system; it is 
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recommended to install the most recent version1. The most recent version of the file was 

downloaded and installed, which was Python 3.9.1 for Windows 10. After installing Python, 

a development environment is required in order to write, execute, and see the results of 

code. Probably the most popular and easiest to use platform is Jupyter Notebook. It comes 

pre-installed with the Anaconda Python distribution2, for which the appropriate installation 

can be downloaded based on the system. Figure 3 shows the Anaconda interface together 

with pre-installed programs such as the Jupyter notebook.  

 
Figure 3: Anaconda GUI 

 

Once all of these steps are finished, you may open the Jupyter notebook or JupyterLab by 

clicking on “launch” button.  

 

Click the “new” button on top of the file to create a new notebook. Using the file reference 

                                                             
1 https://www.python.org/downloads/  
 
2 https://www.anaconda.com/download  

https://www.python.org/downloads/
https://www.anaconda.com/download
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given in the code section, you can also choose to open a notebook file. If you need to install 

a package or library in the notebook, use the command "pip install package-name." 

 

Importing libraries 
There are different libraries or packages available in python language to perform a specific task, like image 
classification, text sentiment analysis, speech recognition etc. Every specific task in python language 
requires some libraries to use different classes and function which helps us to perform complex task and 
provide code reusability. Figure 4 shows different libraries need to import in Jupyter notebook for data 
preprocessing, model traning and evaluation 
 

 
Figure 4: Libraries 

 

Importing Dataset 
To load the dataset in Jupyter notebook, use “read_csv” method in “pandas” library. This method 
will convert the .csv file into a data frame in Jupyter notebook.  

 

Data Preprocessing 
Figure 6 Shows the data preprocessing steps in Jupyter notebook: 
 

 Handle missing values: To fill up data gaps without skewing conclusions, use techniques like 

encoding or imputation. 

 Removal of stopwords: Removing common, insignificant terms to speed up text processing 

and concentrate on important information. 

 Lemmatization: simplifying words to their most basic meaning and standardizing word 

nuances to facilitate comparison and analysis. 

 Stemming: Crudely chopping words to their base forms for approximate meaning 

groupings. 

 Removal of punctuations: To simplify text, concentrate on word content, and get data 

ready for processing, NLP employs punctuation removal, which eliminates punctuation such 

as commas, periods, and question marks. 
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Figure 5: Data Preprocessing 

Modeling 
After applying preprocessing techniques, Extract the features from Tweets using “Count 

Vectorizer” or “Term Frequency method” (Deepa et al., 2019). Then, split the data into traning and 

testing sets. The traning set will be used to train the model while testing test is used to evaluate 

the performance of the model. Figure 7 shows the feature extraction and Figure 8 shows the 

model traning. 

 
Figure 6: Feature extraction 

 
Figure 7: Modeling 

 
 
 
 
 

Evaluation 
After traning the model, evaluate your model using following matrices (Bekkar et al., 2013). Figure 9 shows 
the code of model evaluation. 

 Accuracy 

 Precision 

 Recall 

 F1-score 
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Figure 8: Model Evaluation Measures 
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