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Enhancing Irish Tourism : A Detailed Approach
Integrating Weather Prediction Models and

Recommendation Systems

Mohamed Mubassir Hussain Hidayat Hussain
X21227471

Abstract
Tourism Industry is one of the vastly growing sector in Ireland and is one of the

biggest contributors to the economy of Ireland. The tourism Industry in Ireland
is heavily impacted by changes in the seasons, which also has a major effect on
the number of visitors and the overall economic state. With the help of advanced
algorithms and the usage of a historical data and a detailed weather analysis to de-
velop a recommendation systems for tourists to give them customised suggestions
on the places to visit in different times of the year based on historical data and
current trends ensuring a dynamic and responsive system while also developing an
weather prediction model with for accurate weather forecasts. In this research, us-
ing the content based recommendation systems it successfully provides customised
suggestions to tourists based on the historical data and the weather conditions.
Along with that the Random Forest regression model used for weather prediction
shows great accuracy in predicting the weather. Overall this research gives great
results with the random forest regression giving out high accuracy in weather pre-
diction and the content based recommendation provides personalised suggestions
to the tourists based on the historical data. These results provide valuable informa-
tion to the tourists as well as the industry stakeholders to enhance the Irish tourism
sector.

1 Introduction

Tourism in Ireland is one of the major contributors to the economy of Ireland with
millions of people visiting Ireland every year generating a huge sum of revenues as well
as employment opportunities. Yet, the tourism industry struggles with the challenges
related to seasonality of tourist activities, impacting local businesses and infrastructure.
The paper by Li et al. (2019) analyses in the field of text corpus-based tourism big data
mining. It discusses the techniques and difficulties involved in getting useful informations
in the tourism industry. This research establishes a strong base for understanding the
importance of analysis of language for improving recommendation systems. This research
is very important to our research project, providing important suggestions to create a
smart recommendation systems. Then the paper by Wang et al. (2016) analyses the
integration of artificial intelligence in order to improve the accuracy of models used to
estimate residential space heating.The innovative approach presented in this research
aligns with our project’s focus on weather prediction models and can potentially offer
insights into developing an accurate weather prediction model for the tourism industry.
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1.1 Significance, Motivation and Objectives of this Research

Understanding knowledge about the impact of seasons and climate on tourist behaviour
is very important for the development of efficient approaches to enhance the overall
tourism experience. The Ireland tourism industry experiences a similar issue i.e, it sees
an increase in the number of tourists throughout the summer, making the attractions to
reach their maximum capacity. While, the extreme cold weather during winters reduces
the number of many tourists. The purpose of this research is to support Ireland’s tourism
sector against economic fluctuations caused by unpredictable variations in the weather
and season and the strong motivation behind this research is not just to address the
seasonality in Ireland but also to make sure that with the help of this research there is
economic stability throughout the country especially in the tourism industry and also
this research will promote off season travel in order to prevent the temporary closures
of businesses and job cuts. This research has two primary objectives. The research
aims to analyse patterns and trends that impact tourist decisions through the integration
of various data-sets that include information on accommodation, activities, attractions,
and weather. The integration of machine learning techniques, such as content-based
filtering to develop an adaptable and interactive recommendation system for tourists as
well as usage of Regression techniques to predict the weather accurately. The approach
attempts to provide customised recommendations for throughout the year places to visit
through analysing historical data and predict weather conditions. After reviewing existing
literature works related to my research like Abbasi-Moud et al. (2021) and Arif et al.
(2022) as well as assessing their gaps in current methods to deal with seasonality, weather
and a personalised tourist recommendation system in the tourism sector it was very
evident there was a need for innovative solutions to address these issues.

1.2 Research Question

How can the usage of machine learning and weather prediction models improve tourist
recommendations, resource allocation, and travel patterns in the terms of Irish tourism ?

1.3 Structure Of The Report

The Report has the following structure : Section 2, we discuss a detailed literature review
of research papers. Section 3, we discuss about the research process flow and its stages.
Section 4 we discuss the implementation the project. Section 5 we discuss the evaluation
part of the research. Section 6 we discuss how the model performs. Section 7 we discuss
the conclusion and Future works of the research.

2 Literature Review

In this section, we perform an in-depth analysis of a set of research papers which are
relevant to our research project. Through a thorough examination of existing research
papers, our goal is to place our research within the big scope of tourism, machine learning
applications, and weather prediction models. This study not only addresses issues and
limitations in existing research but also provides a foundation for our approach. By
analysing the existing work, we seek to gather important information, thoughts, and
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observations that will improve our approach and improve our understanding in this area
of study. Below it shows the list of papers referred for this research in Table 1

Table 1: Research Papers

Paper Title Year Strength Weakness
Cafob: Context-aware fuzzy-
ontology-based tourism recommend-
ation system

2022 Uses advanced fuzzy
ontology

Limited scalability

Tourism recommendation system
based on semantic clustering and
sentiment analysis

2021 Usage of sentiment
analysis for recom-
mendations

Semantic clustering
can cause oversimplify

Destinations ratings based multi-
criteria recommender system for In-
donesian halal tourism game

2022 Consideration of mul-
tiple scenarios for re-
commendations

Limited to Only In-
donesia

Using poi functionality and accessib-
ility levels for delivering personalized
tourism recommendations

2019 POI functionality for
personalised recom-
mendations

Can avoid less popular
locations

AI-based campus energy use predic-
tion for assessing the effects of cli-
mate change

2020 Usage of AI for energy
use prediction

Relies on specific data

How smart is e-tourism? A sys-
tematic review of smart tourism re-
commendation system applying data
management

2021 A detailed review of
smart tourism recom-
mendation systems

Less efficiency

Deep learning-based tourism recom-
mendation system using social net-
work analysis

2020 Usage of social net-
work for tourism

Limited usage of deep
learning models

An artificial intelligence approach
to prediction of corn yields under
extreme weather conditions using
satellite and meteorological data

2020 Usage of AI tech-
niques

Can cause data limit-
ations

A review of text corpus-based tour-
ism big data mining

2019 Gives insights in text
corpus-based tourism
big data mining

Less efficiency

Leveraging geospatial data in py-
thon with geopandas

2023 Explains practical ap-
plications well

Limited scalability
and performance

Applying internet information tech-
nology combined with deep learn-
ing to tourism collaborative recom-
mendation system

2020 Combines internet
tech and deep learn-
ing for collaborative
recommendations

Handling of large scale
datasets

Artificial intelligent models for im-
proved prediction of residential
space heating

2016 Usage of AI tech-
niques

Lack of clarity on
models and user ac-
ceptance

Navigating through the complex
transport system: A heuristic ap-
proach for city tourism recommend-
ation

2020 Unique approach for
tourism

Not effective enough
to handle city tourism

Continued on next page
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Table 1 – Continued
Paper Title Year Strength Weakness
Artificial intelligence revolutionises
weather forecast, climate monitoring
and decadal prediction

2021 Impact of AI on
weather forecasting
and climate monitor-
ing

Limitations in the us-
age of AI in weather
prediction

2.1 Dataset Exploration

Dataset Exploration is one of the key aspects of my research project given that there were
four data-sets which were of different sizes and different data present. It was a challenge
to address that but the research paper by Li et al. (2019) had a heavy impact on my
project by giving a detailed understanding of approaches and shortcomings present in
processing various types of data within the tourism industry. This research’s work has
laid a foundation for the better understanding of the data-sets and data preprocessing
techniques that are very much relevant to data’s within the tourism industry. The insights
helped a lot in understanding the complexities in managing multiple data-sets and then
Rafaat (2023) also played a key role in the Data Integration part of our research project
by providing deep insights into merging our different data-sets using various attributes
and spatial joins with which it performs a nearest-neighbor search, merges the data-sets
based on the nearest points.

2.2 Tourism Recommendation Systems:

Recommendation systems, commonly known as recommenders, are a bit computational
algorithms very much designed to suggest places or content to users based on their pref-
erences, behaviors, or similarities with other users. Here dos Santos et al. (2019) proposes
a recommendation system based on users physical or psychological limits and also offers
models and algorithms for a tourism recommendation system based on user and POI
characteristics. By using Points of Interest (POI) functionality and accessibility levels,
It excels in personalised tourism recommendations, giving a brief understanding of per-
sonalised suggestions to individual preferences. Jeong et al. (2020) examines internet
tourism data, including visitor and user feedback. It deeply analyses tourist terms using
social network analysis to identify frequency and associations. The main purpose is to
obtain tourist attraction data from huge data-sets and also uses tourist attraction criteria
and relationships to highlight user-friendly recommendations and finally it gives a clear
idea about tourism recommendation system by showcasing ways to use analysis of social
networks as well as deep learning for more customised and user-friendly recommenda-
tions.Zheng et al. (2020) addresses city tourism transport mode selection difficulties to
improve the smart tourism recommendation system.It presents an approach to develop
personalised daily plans which include motion methods with an improved particle swarm
optimisation and differentiation algorithm and other sorting algorithms were developed
to achieve this. To assess their approach, they conducted a Chengdu case study. They
found that their approach produces more sensible, diversified, and customised itineraries
than others. This approach suggests that it could improve digital strategy and tourist
experiences. Wang (2020) examines the ever-changing nature of personalised travel in
the tourist industry and recognises the drawbacks of old service models. It proposes a
deep learning methodology to classify tourism product information to improve service
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and personalisation. Word integration in data preprocessing, Convolutional Neural Net-
work (CNN) for processing user reviews and tourism service items, Deep Neural Network
(DNN) for handling information, and factorization machine technology to improve the
prediction model. It improves the field of tourism service industry model by providing
insights to create a more personalised tourism service system that meets the tourists
preferences.Abbasi-Moud et al. (2021) focuses on recommendation systems and fixes a
limitation in which many excisting mobile tourism recommender systems fail to use in-
formation, evaluations, and ratings from other visitors with similar interests.iTravel a
proposed solution by this research focuses on improving attraction suggestions using mo-
bile communication by the tourists. Three data communication methods are used, and
certain experiments are conducted to identify their performances. Also, a user study is
undertaken to assess the usage of the system.Hamid et al. (2021) The e-tourism manage-
ment and recommender systems in smart tourism are deeply analysed. This particular
research analyses 65 papers on smart-based tourist recommender systems (TRS) and
tourism marketing from the past eight years of literature. Collaborative filtering, con-
tent model, context model, and hybrid model smart-based TRS all the models have been
briefly analysed. Out of all the models The content model-based approach has a great
impact on smart e-tourism (40.2 percentage mean) and also it offers new opportunities,
addressing various issues, and generating new ideas for both researchers and practition-
ers.Arif et al. (2022) develops an innovative algorithm which uses a game to recommend
cool Islamic travel spots in Indonesia. It is more like a similar friend who’s helping you
out . Not like ordinary recommendations, which just focuses only on a single objective,
this approach considers eight factors in order to provide more detailed support. The us-
age of Islamic travel spots in Batu City was done and while assessing it. They got some
really good results which indicated that the performance was great with an average ac-
curacy of 0.60.Abbasi-Moud et al. (2022) In order to assist travellers in making decisions
against the huge information accessible, the proposal suggests a unique Context-Aware
Fuzzy-Ontology-Based Tourism Recommendation System (CAFOB). CAFOB refines user
preferences by introducing sentiment/emotion scores and fuzzy-weighted ontology. Us-
ing both hybrid and language related similarity, it analyses nearby attractions based on
previous assessments and offers customised suggestions. This particular approach helps
improve the recommendation accuracy.

2.3 Climate and Weather Prediction

The usage of various Machine Learning models for the weather prediction takes it to a
next level giving at-most accuracy and performance. Wang et al. (2016) examines the
improvement of hourly domestic space heating power demand prediction through the use
of artificial intelligence (AI) models an affordable electricity metre, and readily available
meteorological data. The research uses four artificial intelligence (AI) models to forecast
the hourly use of electricity for domestic heating support vector regression (SVR) radial
basis function neural network (RBFNN) general regression neural network (GRNN) and
backpropagation neural network (BPNN). The results show that SVR has done it better
in predicting hourly household heating electricity demand than the other AI models.
The study also explores the influence of human behaviour that is dynamic on prediction
accuracy and finds that it has an decreasing effect on the AI models performance. Kim
et al. (2020) explains the creation of an very accurate maize yield forecast model for the
Midwest region of the United States in spite of the severe weather conditions. Satellite
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pictures and weather information were used to test six artificial intelligence algorithms.
By using hyper parameter optimisation, it clearly states that the deep neural network
(DNN) model has performed better than previous models by 51–98 percentage during
droughts and 30–77 percentage during heatwaves, as shown by root mean square error.
Long-lasting heatwaves did not affect the DNN model’s stability. This research provides
a lot of insights for the weather prediction model by showing the major use of optimised
AI models to predict agricultural production in extreme weather. Fathi et al. (2020)
This study focuses on the importance of buildings in terms of energy use, particularly in
industrialised nations, and the predictive power of artificial intelligence (AI). The research
goes beyond to provide an energy forecast tool for campuses that takes climate change
impacts and considering building attributes into account. This AI-powered programme
forecasts campus building energy use with 90 accuracy, offering important information
about the consequences of long-term climate change. The study, which is based on
research from the University of Florida, is very much important to our weather forecast
model because it highlights the useful applications of AI addressing challenges related to
climate.Dewitte et al. (2021) showcases how artificial intelligence (AI) is being a great
tool for forecasting, weather prediction, and climate monitoring. Weather forecasting
efficiency depends on AI’s capacity to examine massive, unstructured data-sets without
the help of any specific complex processes. Proper usage of computer resources and less
reliance of human labour and mean while improving the forecasting accuracy are all done
perfectly by AI . The major understanding that AI plays a key role in the prediction
of weather and climate analyses in the coming future. This helps in understanding and
improving the efficiency and accuracy of the weather forecast model.

2.4 Conclusion on Research Papers

This detailed literature survey on both the recommendation systems and weather pre-
dictions gives us a clear insights of about the development of tourism recommendation
systems and the applications in weather prediction also addressing various methodolo-
gies, challenges and innovations in various domains. Each research paper has contributed
to the research like Li et al. (2019) work on text corpus based data mining helped us to
understand the various methodologies to enhance the recommendation systems based on
historical data. Then with reference from Hamid et al. (2021) It clearly gives this research
a major insight about the usage of recommendation systems and especially the author
highlights the use of content based recommendation systems for a better recommendations
for textual data.With this detailed research study on various research papers it clearly
states that there are still some gaps to be filled especially when it comes to enhancing
tourism industry with the means of integration weather prediction with recommendation
systems. Therefore it makes more sense to develop a suitable recommendation system
along with a weather prediction model to enhance the Irish tourism Industry with the
knowledge obtained from the literature survey.

3 Methodology

1 This research project makes use of certain machine learning techniques to develop
recommend-er systems for the user based on the data that is obtained and to predict

1https://www.javatpoint.com/kdd-vs-data-mining
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Figure 1: KDD Approach Flow Chart

the weather in various parts of Ireland. The major goal of this research project is to
make sure that users have a better understanding of the places to visit in Ireland as well
as the weather at different times of the year, which will enhance the overall experience
of tourists.Li et al. (2019) helps us in understanding the research better and with that
information we are able to go ahead with the KDD approach for our research project.
The Fig. 1 shows that we have adapted to the Knowledge Discovery in Databases (KDD)
method in our research project. This technique provides a method that is both organised
and comprehensive, beginning with the collecting of data and moving along through the
construction of models and evaluation.
In addition to addressing the process of acquiring data from Kaggle for Weather and
the Failte Ireland Open Data platform for activities, attractions and accommodations,
the methodological approach also addresses various elements like the additional data
preparation and feature engineering. Finally, a number of different machine learning
techniques will be studied, and meteorological data will be merged in order to address
issues over seasonality and to give a user recommendation system that encourages travel
during off-season.

3.1 Overview

The Fig. 2 clearly explains the road-map of the research project which gets started from
acquiring Raw Data which has all the data-sets utilized in this project which were ob-
tained from different sources, giving us a much detailed perspective on Irish tourism
dynamics. Activities, attractions, accommodations data-sets were obtained from Failte
Ireland Open Data Platform whereas the Weather data-set was obtained from Kaggle
making sure that the data’s are of varied and relevant information.Then it is followed by
the careful progress of Data preprocessing for all the data-sets which is a bit dyanamic
process given that we have 4 data-sets in the research project to deal with. Then the fur-
ther steps in the research would be Data Integration which is a key aspect of our research
and is the one which joins all the data-sets as one using some common factors and Feature
engineering which is helpful in creating relevant features to further analyse. These are
are the key elements of the research and Finally concludes in the implementation and
assessment of efficient recommendation systems as well as weather prediction models.
The Process flow clearly states the effort taken to use the potential of certain machine
learning models in order to address the complexities of Irish tourism, particularly with
regard to addressing the issues that are brought by seasonality through our approach
using recommendation systems and weather prediction models.
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Figure 2: Project Design Flow Chart

3.2 Data Description

Column Description
Name Name of the place/attraction/activity
URL Website link of the place/attraction/activity
AddressRegion County In Ireland
AddressLocality Denotes the Country
Tags Denotes the type of destination
county Geographical region or administrative division
latitude North-south position on the Earth’s surface
longitude East-west position on the Earth’s surface

Table 2: Description of Destinations Columns

2 The primary data sets that were used in this research were obtained from Kaggle
and the Failte Ireland Open Data platform.Firstly The data-sets obtained from Failte
Ireland Open Data Platfrom which is a website owned by the Government of Ireland
which contains all the information and data-sets about all the tourist information. There
we have chosen three data-sets namely called as Activities, Accommodations and At-
tractions.These data-sets contains various information ranging from details about the
activities held, attractions and accommodation spots available in Ireland The activities
data-set has about 6100 entries, whereas the accommodations and attractions data-sets
contain 435 entries and the activities data-set contains 2458 entries. Also all the columns
and their descriptions are shown in Table. 2, which are shared by the activity, attraction,
and accommodation data-sets.
Also, the weather hourly data-set which was obtained from Kaggle is originally sourced

2https://www.failteireland.ie/Research-Insights/Open-data.aspx
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Column Description
county Geographical region or administrative division
station Weather station providing the data
latitude North-south position on the Earth’s surface
longitude East-west position on the Earth’s surface
date Date when the weather data was recorded
rain Amount of rainfall
temp Temperature
wetb Wet bulb temperature
dewpt Dew point temperature
vappr Vapour pressure
rhum Relative humidity
msl Mean sea level pressure
wdsp Wind speed
wddir Wind direction
sun Sunshine duration
vis Visibility
clht Cloud height
clamt Cloud amount

Table 3: Description of Weather Dataset Columns

from Met Eireann, which is the meteorological authority in Ireland. The information
contained in this data set comes from 25 different locations spread out throughout 15 dif-
ferent counties in Ireland. This service provides hourly records beginning with the start
of their record-keeping from 1989 and lasting until the end of 2018. The extensive data
collection has 18 columns, each of which is labelled and is shown in Table. 3 The data
set that is at the core of this research enables a detailed analysis of events, locations,
housing possibilities, and weather trends.But as the data-set has values from the year
1989 so in this research we have occasionally filtered like have taken the latest possible
data according to our usage in recommendation systems as well as weather prediction
models3

3.3 Data Preprocessing

One of the major steps of our methodology is called exploratory data analysis (EDA),
and it is accountable for being the pillar for an in-depth analysis of our data-sets. The
EDA serves as major system for our research project that goes through the preprocessing
stages, helping us in understanding the details of each data-set (which includes Activities,
Attractions, Accommodations, and Weather). Then we achieve meaningful insights of our
data through the use of intelligent visualisations and analytical overviews. This in-depth
analysis serves as the foundation for the the next stages of preparation, which ensures
that our data-sets are thoroughly studied and are well set to get into feature engineering
and model implementation. Let us now go further deeper into each data-set, exploring
the EDA so as to create a strong foundation for our efforts with various machine learning
models.

3https://www.kaggle.com/datasets/conorrot/irish-weather-hourly-data/data
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3.3.1 Activities, Accommodations and Attractions Datasets

The detailed view of the activities data-set, which includes 6100 rows and 9 columns, was
obtained during the initial stage of Exploratory Data Analysis (EDA) for the activity
data-set. In a constant effort to improve the consistency and clear information, certain
columns were renamed. Like For example, ”url” was changed to ”URL,” ”AddressRegion”
to ”County,” ”AddressLocality” to ”Town,” ”AddressCountry” to ”Country,” and ”Tags”
to ”Type.” Duplicate rows were then removed in order to clean up the data set. After
the missing values were analysed, a small amount were identified, however as in the later
stages of the project there will be an data integration in which missing values would be
fully assessed. An additional processing stage was applied to the ’Type’ column, which
showcased the type of activity. Unique values present in the Type Column were taken
out, printed, and put to the related entries. The ’Province’ column was added to the
data-set by introducing a mapping strategy. By accurately aligning each county with
its matching province, the mapping was confirmed through the use of a table. The last
stage was to save the data-set in a new CSV file after a detailed study and analysis of
the data-set.
Likewise in the Accommodations data-set, we found that there are data of around 2458
rows and 9 columns. Similar to EDA process done in the Activities data-set the very
same is implemented for the accommodations data-set as well and finally the last step is
also the same one to save the the data-set in a new CSV file.
Finally in the Attractions data-set, we found that there are data of around 435 rows and
9 columns. Similar to the EDA process done to the above two data-sets is carried out in
this dataset as well and finally the last step is also the very same process of saving the
Dataset in a new CSV file. All these three saved data-sets are named respectively to be
used for further processes.

3.3.2 Weather Dataset

Weather Dataset for Tourist Recommendation System:
The Weather data-set undergoes a detailed analysis during the initial phases of EDA,
which clearly states that it had a considerably large amount of data, consisting of
4,660,423 rows and 18 columns. These data’s include hourly data from 25 weather sta-
tions situated in 15 counties across various parts of Ireland, this data collection covers
the time period of around 30 years starting from 1989 until the end of 2018. While in the
process of cleaning and processing, the data from 2010 to 2018 are filtered, the dates are
translated, and summary statistics are produced. The Fig. 3 states the summary stat-
istics of the weather data-sets.Some of the other works include establishing target data
points, counting data points by county, and collecting data in order to meet the total
count of 10000 rows which has equal amount of data from all the counties. The resulting
structured data-frame, which is saved and given the name ”Cleaned Weather.csv,” is used
as a base for further research and the development of models.

Weather Dataset for Prediction:
We proceed with the same basic stages, which include cleaning and processing the weather
data and limiting it to values of 200000. Following the completion of the summary stat-
istics for each weather station which is shown in the above Fig. 3, we have arranged the
results into a structured data frame for the main motive of doing additional analysis.
Among the tasks that were carried out were the conversion of dates, the filtering of data

10



Figure 3: Summary Statistics

for the years 2010 to 2018, and the counting of data points for each county. The next
step was to create a target number of data points for each county, and then to sample the
data in relevant with that motive. After the sampled data were put together into a new
Data-Frame, they were one-hot encoded for categorical variables (county and station).
This was done in order to prevent any errors from happening. Following the removal of
features from the date-time column, the date-time column that was initially there was
removed and then we found that some missing values were present in some of the columns
so for that to address we used a method called imputation so basically what we did was
with the help of the imputation method we calculated the mean averages of the particular
column and filled the empty rows with the mean values. Then the preprocesed data is
saved as new CSV file named as ’Cleaned Weather New.csv’. Also The Fig. 4, helps to
understand the temperature variance in the counties present in Ireland.

3.4 Data Integration

During the crucial phase of preprocessing and data integration, the project works to-
wards the ideal combination of various data sets in order to create an in-depth basis for
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Figure 4: Temperature Variation Over Time

further analysis. The basic data sets for accommodations, attractions, and activities are
concatenated along rows in order to generate a single Data-Frame that is named to as
”merged df.” This data-set is combination of all the mentioned three datasets and all the
info is saved to a CSV file that is named as merged data-set.csv. Then a deep analysis
is followed in order to find any null values that are present in the merged data set (df),
and any rows that contain null values are removed. At the same time, certain columns
within the ’weather’ Data-Frame are converted into floating-point values, which results
in the removal of string data.

Figure 5: Integrated Dataset

In the earlier preprocessing stages we created a summary Data frame which had all the
data of weather categorised by various factors. This Data frame helps us to understand
the weather data scenario much better and then with that we check for null values in the
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’weather’ Data-Frame. Removing columns such as ”sun,” ”vis,” ”clht,” and ”clamt” from
the ”weather” Data-Frame.Then with the insights obtained from Rafaat (2023) helps us
getting a clear picture merge to the data-sets into a single data-set by doing the below
steps i.e, Converting the latitude and longitude columns from merged df and weather to
float format is the very first task, since it prepares the base for the analysis. Then to
merge data-sets need to have some common columns so the common columns we choose
here are the Latitude and Longitude columns. Firstly each of the taken columns have
values with various decimal points so we make sure that all the decimal points in the
Latitude and Longitude columns are not more than 3 and are exactly 3 so that it makes
it a bit more easier to merge the data-sets. The Python library known as ’Geo-Pandas’ is
used to merge two GeoDataFrames, specifically gdf merged and gdf weather. The presen-
ted GeoDataFrames showcase weather information and geographical data of attractions,
activities and accommodations.
As a result of the integration, geographical operations are able to be done on the com-
bined data-set. Then it utilises the cKDTree data structure, which has been optimised
for nearest-neighbor queries, to effectively get geographically nearby points. The final
output, marked as the’result’ DataFrame, leaves out the geometry weather and nearest
idx columns, which are considered useless. This process enhances the data-set through
removing unnecessary information. After a thorough integration and preprocessing pro-
cess, the result.csv CSV file is used to keep the more refined data-set. The Integrated
dataset is shown in Fig. 5.

3.5 Feature Engineering

The research project now proceeds with feature engineering and data-set enrichment,
aiming to infuse the integrated data-set with nuanced attributes for more profound ana-
lyses.During the phase of feature engineering, certain adjustments are made to the’ result’
data-set with the objective of improving its overall functionality. The normalisation of
the temporal dimension starts with the conversion of the ’date’ column. Then, an addi-
tional feature, denoted as ’weather avg,’ is added to provide the mean temperature for
specific parts of the country. This geographical analysis is using the help of Geo-Pandas.
Improving temporal understanding through the addition of ’year’ and ’month’ features.
The feature ’season’ is effectively created to include a seasonal feature of the data. All
the features created are shown in Fig. 6.
Then One Hot Encoding has been performed to the Weather data-set as it had many
string data’s present and it wouldn’t be possible to perform a model with the existing
data’s so we use the one hot encoding method to convert the string data into numerical
data.Therefore removal of unnecessary columns as well as feature engineering and One
hot encoding gives an improved data-set that is saved as result.csv. Then the customised
data-set features as a solid foundation for further analysis, giving a complete view of time
and geographic variations within the research project.

3.6 Modelling Approach

The modelling approach integrates content-based tourism recommendations with weather
prediction to enhance the Irish tourism experience. Leveraging data-sets encompassing
activities, attractions, accommodations, and weather patterns, the system tailors sugges-
tions to individual preferences. This innovative fusion aims to provide users with person-
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Figure 6: Features

alized and weather-aware recommendations, addressing the dynamic nature of tourism
in Ireland.

3.6.1 Content Based Recommendation Systems

In order to enhance the overall user experience, the integration of a content based re-
commendation system into this research was motivated by the study from Hamid et al.
(2021) which clearly stated content based recommendation has provided better results
compared to others and also with the need to provide users with customised suggestions.
The method makes sure that recommendations are very much customised to the user’s
preferences based on the historical data by carefully analysing basic features of places,
which include type, geographical location, and season. By using content-based filtering
in this particular research, the system is very much able to useful insights to the user
based on what their requirement is and therefore giving a better user experience.

3.6.2 Multiple Linear Regression For Weather Prediction

Multiple Linear Regression finds a balance between readability and easiness when it
comes to weather prediction. By considering a linear relationship between the target
variable and the independent variable, this approach allows a simple and easy analysis
of the ways in which each factor influences the prediction of weather. The clear and
accurate understanding of weather patterns which is the one of the objective of the
research fits in with the knowledge obtained from the model’s parameters; thus, Multiple
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Linear Regression is a suitable approach for predicting weather patterns.

3.6.3 Random Forest Regression

The use of Random Forest regression in weather prediction is influenced by its ability
to handle complex data-sets and identifying irregular correlations among weather-related
factors. The ability of Random Forest to recreate complex interactions among variables
such as temperature, humidity, and atmospheric pressure matches to the complex features
of weather data. The purpose of this selection is to use an algorithm’s adaptability to
try to enhance the accuracy of predictions and to understand the complex features which
control weather patterns.

4 Implementation

The research project has a dual purposed approach. The research first begin with the ac-
quiring of data-sets from Failte Ireland Open data platform and Kaggle originally sourced
from Met Eireann involving activities, attractions, accommodations, and weather records.
Then the data’s are visualised and are understood precisely so that we get an idea to go
further on the research project. Secondly EDA is performed for all the data-sets such
as finding missing values, standardisation of values and arranging the data’s in a perfect
order for easy understanding.
Then comes the most complex part that is the Data Integration for that to do we first
concatenate all the data-sets except weather data-set as they all have same structure
when it comes to their data present and then with the help of Geo pandas a library in the
Python we merge all the data-sets together into one single data-set which consists of all
the data’s of tourist informations such as the activities, attractions and accommodations
along with the weather data in the particular location with some added feature engineer-
ing. Then with this data-set we do a EDA to check for null values and for the missing
values we use Data imputation method to fill all the values with their mean values and
thus makes it a perfect data-set with all the info present.
The project’s primary focus is the implementation of a content-based recommendation
system that uses cosine similarity and TF-IDF vectorization to provide tailored recom-
mendations based on user-specified parameters. Along with this approach, weather pre-
diction models have been initiated to predict weather using various meteorological vari-
ables present in the dataset. Then Evaluation is done by Random Forest Regression and
Multiple Linear Regression. These models are effective because they are validated by
reliable evaluation measures such as Mean Squared Error ,R2 Score.
In the meantime, the research presents an in depth evaluation method by defining a
function that analyses the performance of the recommendation system via Precision and
Recall metrics. This dual approach highlights the project’s approach to enhance visitor
experiences by smart recommendations as well as offering forecasting data to handle the
challenges caused by Irish tourism’s seasonality.

5 Evaluation

This section provides a detailed explanation about the research performance and assess-
ment. We’ll go through the various models we used, including Random Forest Regression
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and Multiple Linear Regression, and their functions. In the combination is a cool re-
commendation system which makes use of cosine similarity and TF-IDF. We will analyse
each model, explain the reasons behind our selection, and look at the insights each one
added to our research into Irish tourism. Prepare for an in-depth look at how various
machine learning techniques address the issue of seasonality.

5.1 Content based Recommendation Systems

To improve the tourist’s experience, we created three advanced content-based recom-
mendation systems. These systems offer traveler-specific recommendations using cosine
similarity and TF-IDF vectorization.

Cosine Similarity : Cosine similarity is a metric used to determine the cosine of the
angle between two non-zero vectors. As an example In order to make recommendations
that are more personalised and give better results influenced from Hamid et al. (2021)
content-based filtering is being used in this research to help identify attractions that share
similar features. It makes recommendations for locations based on how well their char-
acteristics match ones the user has shown interest in.To make it simple, cosine similarity
gives users a numerical measure of how similar two places or attractions are to each other
based on their characteristic variables. This can improve the accuracy and importance
of suggestions made by the tourism recommendation system.

TF-IDF vectorization : Textual information about tourist destinations can be ex-
amined using the TF-IDF (Term Frequency-Inverse Document Frequency) vectorization
technique, which is commonly used in natural language processing as well as data recov-
ery. The details about each destination can be displayed as a vector, having each word
providing a value based by its TF-IDF score. As a result, each destination’s description
is represented in a numerical representation that is unique. The recommendation system
can use this vectorization for content-based filtering.For instance When a user indicates
their choices or looks at a particular spot, the system can suggest other locations that
have similar TF-IDF vector representations, showing textual description similarity.
Therefore with the help of above factors we have used in content based filtering to give
tourists a better user recommendation where in the user gets to select the type of places
wants to visit or the seasons at which they wanna go or to list out places in the particular
counties so that they wanna visit. To give better understanding we have given three
examples where the data is shown accordingly based on the user’s preference of place,
season and county.

5.1.1 Content-Based Recommendation System for Tourists By Season

In this Content based recommendation system, All the above factors are used and is de-
veloped. Then the recommendation function takes inputs like the season. It filters places
based on these inputs, calculates similarity scores, and returns a list of recommended
places. The example usage where we have entered ”Winter” as the season and accord-
ingly it gives the list of places to visit in Winter as shown in Fig. 7 demonstrates how to
get recommendations for a specific season and the results are then saved to a CSV file.
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Figure 7: Content-Based Recommendation System for Tourists By Season

Figure 8: Content-Based Recommendation System by Type

5.1.2 Content-Based Recommendation System by Type

Like the previous system, this one is focused on giving recommendations for locations
according to a specific type, such as ”hotel” or ”restaurant.” The filtering is carried out
according to the given type, but the TF-IDF and cosine similarity calculations are the
same. Here all the types have been put as an input henceforth in the Fig. 8 a list of all the
suggested locations of the types are shown. Once again, this particular recommendations
are saved in file as a CSV format.

5.1.3 Content-Based Recommendation System by County

In the last one Like the previous system, this one focuses on giving recommendations for
places to visit according to a specific county, such as ”Galway”. The filtering is carried
out according to the given type, but the TF-IDF and cosine similarity calculations are
the same. Here all input is given as Galway for the county type and henceforth in the
Fig. 9 a list of all the suggested locations of the particular county are shown. Once again,
this particular recommendations are saved in file as a CSV format.
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Figure 9: Content-Based Recommendation System by County

5.1.4 Evaluation Metrics for Recommendation Systems

The recommendation system’s performance can be obtained from the Precision and Recall
metrics, which are essential to assess it. The system’s accuracy in recommending places
that match precisely the user’s preferences is made clear by the Precision of 1.00, which is
vital for boosting user satisfaction. While there is still room for improvement, the Recall
of 0.40 shows that 40 percentage of the suggested places can be obtained by the system.
It’s crucial to keep in mind that this result could be based on the smaller size of the data
set. A larger data-set may enable the system to perform more effectively to give more
types of user preferences. This understanding is important for evaluating the system’s
potential for development and efficiency with more data, proving it as an useful tool to
enhance tourists experiences in the Irish tourism industry.

5.2 Multiple Linear Regression For Weather Prediction

In the weather prediction module of our research, we use the reliable characteristics of
multiple linear regression to create a weather prediction model. The target variable,
”temp,” is chosen as the dependent variable (y) in this lengthy feature selection pro-
cess, while key weather factors like ”wetb,” ”dewpt,” ”vappr,” ”month,” ”hour,” and
”wdsp,” are identified as the independent variables (X). This selection is done by the use
of Feature Correlation Analysis as well as Lasso Regression Feature Selection
Technique which selects the variables best suited for the ”temp” variable which is vital
for improving the predictive performance of the model.

Testing and Training: In order to check the efficiency of the model, we perform a
train-test split, allocating 80 percentage of the data-set for training purposes (X train, y
train), and keeping the remaining 20 percentage for testing purposes (X test, y test). By
making sure the model is trained on the majority of the data and then thoroughly tested
on data that hasn’t been examined before, this splitting ensures an accurate assessment of
the model’s predictive abilities. The Multiple Linear Regression model, which is used in
our predictive system, is the backbone of the scikit-learn Linear Regression class. Because
of its ability with numerous independent variables, this model is a good fit for our data
set, which has a number of weather factors.
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Figure 10: MSE and R Squared Formula

4

The model is then used to create predictions for the test set. After a thorough evaluation
of the weather prediction system With the evaluation metrics such as Mean Squared
Error (MSE) and R-squared (R2) as shown in score this Fig. 10 is calculated and the
model obtains a score of 0.435 for MSE and obtains a R2 score of 0.982 meaning it has
almost 98.2 percentage of accuracy to predict the weather by using temperature as the
target variable.

5.3 Random Forest Regression For Weather Prediction

To ensure accuracy and reliability, a systematic approach is followed when using Random
Forest Regression for weather prediction. The first step involves feature selection, which
highly focuses on weather factors like ”wetb,” ”dewpt,” and ”vappr” in addition to some
of the temporal features like ”month,” ”hour,” and ”wdsp” for weather prediction. This
selection is done by the use of Feature Correlation Analysis which selects the variables
best suited for the ”temp” variable which is vital for improving the predictive performance
of the model.

Metric Value
Training Set Mean
Squared Error (Random
Forest Regression)

0.00406

Training Set R2 Score
(Random Forest Regres-
sion)

0.9998

Test Set Mean Squared
Error (Random Forest
Regression)

0.00797

Test Set R2 Score (Ran-
dom Forest Regression)

0.9997

Table 4: Random Forest Regression Evaluation Metrics

Testing and Training: Then the given data-set undergoes a train-test split giving 80

4https://hrngok.github.io/posts/metrics/
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percentage of the data for training of the data and the remaining 20 percentage of the data
goes for testing. The random forest regression is then performed with 100 decision trees
to create a reliable model. During the training stage the model learns numerous patterns
within the training data.The model is then used to create predictions for the test set.
After a thorough evaluation of the weather prediction system With the evaluation metrics
such as Mean Squared Error (MSE) and R-squared (R2) score this model obtains a score
of 0.0236 for MSE and obtains a R2 score of 0.99 meaning it has almost 99 percentage of
accuracy to predict the weather by using temperature as the target variable. The huge
R2 score of 0.99 percentage shows the high accuracy of predicting the weather. Therefore
to check whether this model is really accurate we evaluated it on the Test data as well
as Training data as shown in Table 4 to ensure that there is no over-fitting exist and this
model works perfectly.

6 Discussion

The Irish Tourism Industry is a vastly growing and is one of the big contributors to the
economy of the Ireland. With that in mind the motive for the research is very clear to
try to address the issues related to seasonality by creating an accurate weather prediction
model along side the creation of content based recommendation system for the tourists
to provide a better experience.
Here in the recommendation system the research has been framed and executed in such
a way that all the given data-sets from Failte Ireland and the obtained Weather data-set
from Kaggle has been integrated to make sure that whenever the user searches for a
specific type of recommendation They get the recommendation along with the calculated
average temperature of the particular location to give a clear insights about the place and
the temperature will be at around the time of the year. Further these recommendations
have been evaluated by certain evaluation metrics as well.This clearly states that this
recommendation system has accurate information in terms of the available data-sets.
To get even better results in terms of recommendation and evaluation metrics a large
amount of data-set would be necessary to make this recommendation system even more
user friendly with variety of information’s to be fetched for the users and also with a large
amount of data-set with more relevant features a hybrid based recommend-er system can
be created to given even more recommendations with accurate results.
Then for the weather prediction model the Random Forest Regression proves to be the
best model with a great accuracy of 99 percentage and It clearly states that this model
has the potential to predict the temperature with the data present and also even more
features in the data-set can lead to a even more reliable Weather Prediction model.

7 Conclusion and Future Work

In summary, this research has successfully come up with an in-depth tourist recommend-
ation system which is integrated with a part for prediction of the weather and has suc-
cessfully addressed the research question. With the use of content-based recommendation
systems, tourists can get customised recommendations based on the historical data.The
system combines activity, accommodation, and attraction data-sets with weather data-set
to give a better recommendation process, giving the users a customised and context-based
experience.Three content-based recommendation systems are included in the implement-
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ation these systems focus towards different user queries and are categorised by county,
place type, and season. The models generate suitable suggestions by using cosine simil-
arity and TF-IDF vectorization. Furthermore, excellent accuracy and predictive ability
has been shown by the weather prediction system that uses a some machine learning
models which includes the Random Forest Regression model, giving a strong foundation
for reliable predictions of the weather.
For Future Works and expansion of this research the real time and live data in-
tegration can make the recommendation systems more reliable and giving the users most
up to date suggestions. Then acquiring up to date latest weather data and also acquir-
ing data from even more stations can enhance the system’s application of predicting the
weather to a much broader range within Ireland. Finally, The tourist recommendation
system could become more customer-focused and easy to use through integration with
mobile devices by the development of an application.Therefore with the above research it
is very evident that with the current and even up to date suggestions in the near future
this research can not only act as weather prediction and recommendation system but
also to boost the Irish tourism by suggesting various places and destinations to visit at
different times of the year maintaining a stable tourism throughout the year.
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