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1 Introduction

In this configuration manual a detailed procedure used in achieving “Predicting Flight
Delays: The effect of weather and seasons on air travel, including a description for how
we ask it.” It involves detailed guidelines regarding hardware and software needs, data
origin, environment description and modeling methods employed.

2 System Specification

For modelling and evaluation in this project, Google Colab is used with its powerful
compute power and collaboration features. However, Jupyter Notebook remains the
most important tool for data preparation and exploration that involves manual data
manipulation and plotting. A system specification is essentially a detailed guide that

Figure 1: System Configuration

spells out the technical aspects and requirements of a system. It typically includes details
about the components of the system, how it operates, its design, and various other
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technical details. Figure 1 illustrates the setup of the system that was employed for this
project, and Tab 1shows the specifics of the Google Colab setup we used.

Resource Total Available
System RAM 12.7 GB
GPU RAM 15.0 GB
Disk 78.2 GB

Table 1: Google Colab System Configuration

3 Data Collection

The project incorporates data from three distinct sources :

1. The ”On-Time Flight” dataset, detailing departures from JFK airport, is referenced
from Bureau of Transportation Statistics (2023).

2. Hourly meteorological data is obtained from Open-Meteo (2023), providing insights
into weather conditions.

3. Information on public holidays is sourced from a Kaggle dataset, as cited in Kaggle
(2023).

4 Software Used

The project leveraged the following software tools, each chosen for their specific capabil-
ities in handling different aspects of data management and analysis:

• Microsoft Excel: Utilized for the preliminary data exploration to understand the
basic structure and contents of the datasets.

• Google Colab: Used for modeling and evaluation due to its cloud-based environ-
ment and high computation power.

• Jupyter Notebook:Used for initial pre-processing

5 Section 5

Before starting to program, the Python language must be installed on the system. For
optimal compatibility and features, installing the latest release is recommended. For
this endeavor, Python version 3.10.2 was installed on a Windows 11 machine, which
was the latest available version at that time. Following the installation of Python, a
development environment is required for writing and executing code. Among the most
accessible and widely-used environments is the Jupyter Notebook, which comes included
with the Anaconda Python distribution. Depending on the user’s operating system, an
appropriate version of Anaconda can be downloaded from this link. The dashboard of
Anaconda, depicted in Figure 2, conveniently showcases the pre-installed packages such
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as the Jupyter Notebook. To commence coding in Python, one initiates the Jupyter
Notebook to create a new Python script.

Using Google Collab is straightforward. By signing in with a Google account, users
can easily upload files to the drive. Google Collab offers complimentary access to compu-
tational resources such as GPUs and TPUs, which are particularly beneficial for running
tasks that require intensive computation. More information on Google Collab can be
found at this link.

Figure 2: Anaconda User Interface

6 Project Development

When you have done the setup, you can start on Jupyter notebooks or Google colabs
opening the program and starting new files. Next, you call your script through the code
reference. That means you’ll have an option of running all the script or just executing a
part of it at one time. In case you discover that you have to create a new package; then
you can install the package using the command “‘pip install package-name‘”.

6.1 Importing Library

In the scope of this project, the utilized packages are showcased in Figure 3. Our cloud
platform, chosen for this project, conveniently provides several fundamental libraries pre-
installed. Should there be a requirement for additional libraries, they can be imported as
needed. Furthermore, it is imperative to pay attention to Figure 5, which delineates the
versions of TensorFlow and Python being utilized. Adhering to the appropriate library
versions is essential for the successful execution of the project’s code.

6.2 Important function

Throughout the Jupyter Notebook, several important functions are employed to facilitate
data preprossessing and analysis.Like drop columns , Missing values , numerical feature
extraction from data set , categorical feature.
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Figure 3: Overview of the Packages Used in the Project

Figure 4: Versions of TensorFlow and Python

6.3 Data Storage

The data-set has been stored on GitHub and made publicly available for use.

Figure 5: Github

6.4 Data integration and Feature Extraction

Data integration:- There are three distinct datasets, specifically flight data, weather
data, and holiday data. All three datasets are merged by the date and departure hour
using an inner join. The figure illustrates the code used for this merging process.

Feature extraction:- is crucial because it enhances the model’s accuracy and expedites
the training process. Identifying the correct set of features is essential for the model to
make accurate predictions. The goal is to streamline the dataset by capturing important
information and eliminating what’s not relevant, thereby reducing the number of features.
Fig 7shows the some of the extracted features on final data set.
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Figure 6: Data Integration

Figure 7: Feature Extraction

6.5 Data Exploration and Visualization

The project includes exploratory data analysis (EDA) on the combined dataset using the
libraries Matplotlib and Seaborn, which enhance several visualizations listed below.
Fig 8 Shows the distribution of the departure delay amongst all classes.
Fig 9 shows the seasonal impact on delays.

6.6 Feature selection And Encoding

Feature selection:Project used Select K best method for feature selection.Fig 7 shows
the implementation in code.

Encoding: is done by the one-hot encoder,Fig 11 shows the implementation in code.

6.7 Modeling

Prior to the modeling phase, significant predictors are identified using recursive feature
elimination and are then loaded into ’x-data’ and ’y-data’ functions, with ’y-data’ captur-
ing the target variable. To address data imbalances, the SMOTE algorithm is utilized to
normalize the distribution. The dataset is further segmented into training, test, and val-
idation sets based on the departure year, ensuring that the model training and validation
are robust and comprehensive. The code implementation of this dataset segmentation is
detailed in the figure 12 that follows.

To conclude this study, two algorithms—Long Short-Term Memory (LSTM) and Ran-
dom Forest—were utilized to analyze both oversampled data (to address imbalances) and
the actual, unmodified dataset.
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Figure 8: Departure delay distribution

6.7.1 LSTM implementation

In this study, we applied the Long Short-Term Memory (LSTM) algorithm using the
TensorFlow library to both the oversampled dataset and the original dataset. We con-
ducted two sets of experiments: one with hyperparameter tuning and the other without.
Additionally, we evaluated various performance metrics using the necessary libraries to
assess the model’s effectiveness. The fig 13 below illustrates the code implementation of
these experiments.

6.7.2 Random forest implementation

In this study, we employed the Random Forest algorithm utilizing the required libraries
on both the oversampled dataset and the unmodified dataset. We conducted two sets of
experiments: one involving hyperparameter tuning and the other without. Furthermore,
we assessed the model’s performance by evaluating multiple performance metrics. The
figure shown in Fig. 14 below presents the code implementation for these experiments.
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Figure 9: Seasonal impact on Departure delay

Figure 10: Feature selection
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Figure 11: Encoding

Figure 12: Code Implementation of Data split

Figure 13: LSTM
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Figure 14: Random Forest
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