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1. Introduction 

This manual illustrates how to execute and configure the implementation code for the current 

research project. This document provides specified details about the machine hardware as well 

as the programs to run. Following the below steps will enable the users to generate summaries 

of the research papers using the Logistic Regression, Decision Tree, GBM and RNN models. 

2. Dataset Description 

Sl.No Attribute Name Data Type Attribute Description 

1 Administrative int64 
This is the number of pages of this type 

(administrative) that the user visited 

2 
Administrative_D

uration 
float64 

This is the amount of time spent in this 

category of pages. 

3 
Informational 

 
int64 

This is the number of pages of this type 

(informational) that the user visited. 

4 
Informational_Du

ration 
float64 

This is the amount of time spent in this 

category of pages. 

5 ProductRelated int64 
This is the number of pages of this type 

(product related) that the user visited. 

6 
ProductRelated_

Duration 
float64 

This is the amount of time spent in this 

category of pages. 

7 BounceRates float64 

The percentage of visitors who enter the 

website through that page and exit without 

triggering any additional tasks. 

8 ExitRates float64 
The percentage of pageviews on the website 

that end at that specific page. 

9 PageValues float64 

The average value of the page averaged over 

the value of the target page and/or the 

completion of an eCommerce 

10 SpecialDay float64 

This value represents the closeness of the 

browsing date to special days or holidays (eg 

Mother's Day or Valentine's day). 

11 Month object 
Contains the month the pageview occurred, in 

string form. 



12 
OperatingSystem

s 
int64 

An integer value representing the operating 

system that the user was on when viewing the 

page. 

13 Browser int64 
An integer value representing the browser that 

the user was using to view the page. 

14 Region int64 
An integer value representing which region the 

user is located in. 

15 TrafficType int64 
An integer value representing what type of 

traffic the user is categorized into. 

16 VisitorType object 
A string representing whether a visitor is New 

Visitor, Returning Visitor, or Other. 

17 Weekend bool 
A boolean representing whether the session is 

on a weekend. 

18 Revenue bool 
A boolean representing whether or not the user 

completed the purchase. 

Table 1: Description of Dataset 

3. System Specification 

3.1 Hardware Specification 

Following are the hardware specifications of the system that was used to develop the project: 

      Processor: Apple M1 Chip 

      RAM: 16GB 

      Storage: 256GB 

      Graphics Card: 8-core GPU 

      Operating System: macOS Sonoma 

3.2 Software Specification 

The Google Colab a web-based platform was used to train and evaluate the models and its 

specification was the following: 

     Processor: Intel Xeon 

     Graphics Card: A100 40GB 

     RAM: 80GB 

     Storage: 160GB 

 

4. Software Tools 

Following are the software tools that were used to implement the project: 

4.1 Python 

Python was chosen for its useful libraries in visualization, dataset preparation, and deep 

learning models. It was downloaded from the official website. 



 
Fig. 1: Python Program Language 

4.2 Google Colab   

Google Collaboratory, also known as Google Colab, is a cloud-based platform that offers an 

interactive environment for programming in Python. It's built on the Jupyter Notebook 

framework, which allows users to write and execute Python code through their web browsers. 

One of the best things about Colab is that it requires no setup and is incredibly user-friendly, 

making it accessible to users of all skill levels. 

Colab provides free access to essential computing resources such as GPUs (Graphics 

Processing Units) and TPUs (Tensor Processing Units). These resources are incredibly useful 

for intensive computational tasks, making Colab an ideal platform for machine learning, data 

analysis, and educational purposes. These fields often require significant computational power, 

and Colab makes it easy to access these resources without any extra hassle. 

 
Figure 2: Google Colab Notebook 

 

5. Project Implementation 

The following Python packages were installed using pip and used to implement the project: 

 

• Pandas 

• Numpy 

• Matplotlib 



• Seaborn 

• Plotly 

• Sklearn 

• Tensorflow 

• Statsmodels 

• Imblearn 

• Ctgan 

 

These packages were chosen for their usefulness in data analysis, dataset preparation, and deep 

learning models. These packages were readily available in Colab without the need for 

installation. Only CT-GAN was explicitly installed for implementation purposes. Fig 3 shows 

all the library packages used in the code. 

 

 

 
Fig. 3: Necessary Libraries and Packages 

 

 

 



The panda’s library is utilized for loading and analysing datasets shown in Fig. 4. 

 

 
Fig. 4: Viewing the dataset using pandas 

 

5.1 Preparing of Data  

1. Looking for missing or null values in Fig. 5 

2. Examining the data in the columns in Fig. 5 

3. The basic statistics of the numeric column Fig. 6 

 

 
Fig 5: Looking for Null Value and Information of Data 



 
Fig 6: Statistical Description 

5.2 Data Pre-Processing  

It's important to note that label encoding is a useful technique in data pre-processing that 

converts categorical variables into a numerical format. Similarly, Boolean variables can be 

transformed into binary numeric formats. Fig. 7 and Fig. 8 shows the pre-processing of data. 

 

 
Fig. 7: Data pre-processing using sklearn 

 
Fig. 8: Data pre-processing using sklearn 

 

 

 

 

 

 

 

 

 

 



5.3 Class Balancing  

A pie chart in Fig.9 demonstrating the distribution of the classes in the dataset is shown below. 

 
Fig. 9: Original dataset Class distribution 

 

5.3.1 Class Balancing using SMOTE 

Fig. 10 implies the data balancing outcome after the implementation of SMOTE  

 

 
Fig. 10: After Oversampling using SMOTE 

 

 

 



5.3.2 Class Balancing using CTGAN 

 

Fig. 11 and Fig.12  implies the data balancing outcome after the implementation of CTGAN  

 

 
Fig. 11: Applying CT-GAN 

 

 
Fig. 12: After Class balancing using CTGAN 

 

 

 

 

 

 



Dropping the columns and saving the processed dataset shown in Fig. 13. 

 
Fig. 13: Dropping the target class 

 

The dataset is split into 70% training data and 30% test data for model evaluation shown in 

Fig. 14. 

 
Fig. 14: Splitting the dataset into training and testing samples 

 

5.4 Data normalization is carried out using MinMax Scaler shown in Fig. 15 

 
Fig. 15: Data Normalization using sklearn 

I have utilized two feature selection models for various experimental setups. 

1. Feature Selection using OLS Stats Model: In this analysis, I have selected only those 

attributes whose p-values are less than 0.05 shown in Fig. 16 

 



 

 

 
Fig. 16: Feature importance using OLS STATS Model 

 

2. Recursive Feature Elimination with Cross-Validation: Using feature ranking with 

recursive feature elimination and cross-validated selection to determine the optimal 

number of features shown in Fig. 17 

 



 
Fig. 17: RFE using Cross-Validation 

6. Model Building and Evaluation 

Algorithms: The algorithm used in the experiment is outlined below. 

1. Decision Tree 

2. Logistic Regression 

3. Gradient Boosting Machine 

4. Recurrent Neural Network 

 

Experiment (EXP) – 1 

Experiment 1 was carried out on the original dataset, without using any feature selection or 

solving the class imbalance issue. 

 

Experiment (EXP) – 2 

Experiment 2 was carried out on the dataset, using OLS feature selection and SMOTE to solve 

for class imbalance issue. 

 

Experiment (EXP) – 3 

Experiment 3 was carried out on the dataset, using OLS feature selection and CT-GAN for the 

class imbalance issue. 

 

Experiment (EXP) – 4 

Experiment 4 was carried out on the dataset, using RFECV feature selection and CT-GAN for 

the class imbalance issue. 

 

 

 



Hyperparameters Calculation: 

Algorithm 1 – Decision Tree 

Hyperparameter calculation is only performed for the decision tree model, all other models use 

using default hyperparameter setting. Finding the best max_depth for the decision tree is shown 

in Fig. 18: 

 
Fig. 18: Finding the max_depth 

 

 

 

 

 

 

 

 

 

 

  



Results of calculated max_depth for each experiment shown in Fig. 19 

 

 

Fig. 19: Max-Depth graph for various dataset 

6.1 Implementation of Decision Tree Model 

 
Fig. 20:  Exp-1 Hyperparameters and Model Building 

EXP-1: EXP-2: 

  
EXP-3: EXP-4 

  



 

 
Fig. 21:  Exp-2 Hyperparameters and Model Building. 

 

 

 
Fig. 22:  Exp-3 Hyperparameters and Model Building. 

 

 

 
Fig. 23:  Exp-4 Hyperparameters and Model Building. 

 

 

 

 

 



6.2 Implementation of Logistic Regression 

Fig. 24 shows Logistic Regression model process. 

 

 
Fig. 24: Logistic Regression Model. 

 

6.3 Implementation of GBM 

Fig. 25 shows GBM model process. 

 
Fig. 25:  Gradient Boosting Model. 

 

 

 

 

 

 

 

 

 

 

 

 

 



6.4 Implementation of RNN 

Fig. 26 shows RNN model process. 

 

 

Fig. 26:  RNN Model 

 

Fig. 27 shows RNN model training for 25 epochs 

 
Fig. 27: Training of RNN Model 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

6.5. Performing K-fold validation for GBM in Experiment-3 

 
Fig. 29:  K-fold average accuracy for GBM in Experiment-3 

 

 

 

 

 

 

 

 

EXP-1 EXP-2 

  

EXP-3 EXP-4 

  

Fig. 28:  Accuracy and Loss graphs of RNN 



7. Evaluation Metrics Graphs for all the experiment models 

 
Fig. 30: Evaluation Result of EXP-1 

 

 

 
Fig. 31: Evaluation Result of EXP-2 

 

 

 

 



 
Fig. 32: Evaluation Result of EXP-3 

 

 

 

 

 
Fig. 33: Evaluation Result of EXP-4 

 

 


