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1 Introduction 

This manual serves as a guide for executing and configuring the implementation code 

within the scope of the current research project. It offers explicit information about 

both the machine hardware specifications and the requisite programs for execution. 

Following the outlined steps will empower users to generate paper summaries utilizing 

the Models developed during the project. 

 

2 Configuration details 

The hardware features an Intel Core i5 processor, 16GB of RAM, 250GB of SSD storage, a 

dedicated GTX 1650 graphics card, and runs on Windows 11 for smooth performance. 

The software system utilized is  Jupyter Notebook system is equipped with an Intel Xeon 

E5-2699 v4 22-core, 44-thread processor with a base clock speed of 2.2 GHz (up to 3.6 

GHz with Turbo Boost), complemented by a spacious 250GB storage and an impressive 

128GB of RAM, ensuring optimal performance for data-intensive tasks. 

3. Software Tools 

3.1 Python 

 Python software was utilized as a programming language in this project. Python stands 

out as the ideal language for implementation. Its extensive libraries like TensorFlow and 

PyTorch, sckitlearn coupled with a supportive community, make it a top choice. Python's 

readability, simplicity, and versatility ease the learning curve, while its adaptability 

facilitates seamless integration with various technologies. Its industry-wide adoption and 

active development further solidify Python as the go-to language for cutting-edge 

machine learning applications detailed in this manual. In addition to this python offers 

vast visualization libraries. Figure 1 shows  

                                                                                                                       



                           Figure 1: Python image from its official website 

3.2 Jupyter Notebook.   

Jupyter Notebook was used to code due to its interactive environment, supporting a mix 

of code, text, and visualizations in a single document. Its versatility extends to multiple 

programming languages, including Python, R, and Julia. The platform excels in data 

exploration, and visualization, and fosters reproducibility, making it a preferred choice 

for collaborative work and educational purposes. Its integration with big data tools and 

ease of sharing further solidify Jupyter Notebook as a key tool in data science, machine 

learning, and educational settings. Figure  2 shows jupyter notebook installation from its 

official website. 

                       

                         Figure 2 shows the installation of jupyter notebook. 

4.  Implementation of Project 

4.1 Importing libraries. 

All the important libraries were downloaded. Figure 3 shows importing all libraries. 

     
                             Figure 3 shows importing of all Libraries. 



After understanding data frame data was visalised with the help of line charts and scatter 

plots and understandd the relationship between data. 

 

               
Figure 4 shows reading the data frame and understanding the data.                

  



Figure 5 shows Data visualisation part of the project. 

                   5. Implementation of models 

5.1 ML Models 

After visualization of Data implementation of models takes place, Figure 6 shows an 

implementation of KNN model, decision tree, gradient boost and Random Forest model 

takes place with train and test splits of varying % ranging from 50 to 90. 

.



 

     
               Figure 6 shows an implementation of all ML models 

5.2     DL Models 

 



After this  Deep learning models of CNN,LSTM and RNN were implemented with various 

test splits as mentioned above. Figure 7 shows implemtation of LSTM,RNN and CNN. 



     
              Figure 7 shows implementation of CNN,LSTM and RNN. 

After the implementation of DL models Statistical Models were implemented with the 

same train test split mentioned above.Figure 8 shows implementation of ARIMA and 

sarima Model 

5.3 Statistical Models 

  



     
              Figure 8 shows implementation of the SARIMA and ARIMA models. 

6. Results 

6.1 Results of ML Models 

After implementation, we would like to look on how our models performed. First we will 

look at how ML models performed.Fig 9 shows peromance of ML models.

 o 



                                                                                                        
Figure 9 shows results for decision tree,knn , gradient boost, and Random forest. 



6.2   Results of DL Models                                                                                                                     

 After this Deep learning results are displayed OF LSTM,CNN and RNN.Figure 10 shows 

the results of deep learning models of LSTM,CNN and RNN                                                     .  

 

  Figure 10 shows the results of deep learning models of LSTM, CNN and RNN . 



6.3 Results of Statistical Models  

After this checked results of the ARIMA and SARIMA mode.Figure 11 shows graph and a 

result of   SARIMA and AARIMA        

          

 

                                  

Figure 11 shows results of ARIMA and SARIMA models. 

6.4 K cross Validation  

After this Kcross validation on ML and DL models was performed, Figure 12 shows 

implementation of kcross validation of ML and DL models. 



Figure 12 shows implementation of kcross validation of ML and DL models. 

6.5 K cross validation Results 

Results were displayed of Kcross validation of ML and DL models and were very 

positive.Figure 13 shows k cross-validation results of ML and DL models.. 



 

 

          Figure 13 shows k cross-validation results of ML and DL models..                                                                                                     

                                                

       

 


